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Abstract 

 

With the rapid increase of population with Alzheimer’s disease, it has been more and more costly for 

the society to provide personal care to the patients. Artificial intelligence (AI) technologies, which 

are believed to significantly reduce the personal care cost, have been widely introduced to assist 

home care to the elderly people. In this paper, we design a reminder agent to help the patients with 

Alzheimer’s disease in cooking tasks. The reminder agent divides the cooking task into a set of 

subtasks, and optimizes the time a reminder is released to the patient in each subtask. The cooking 

procedure is formulated as an MDP with continuous action space. Due to the large scale of the 

formulated MDP, we propose a solution to the MDP based on reinforcement learning. 

Keyword: Reminder agent, MDP, reinforcement learning  

I. Introduction 

 

This In 2016, it is estimated that nearly 44 million people have Alzheimer’s or a related dementia 

worldwide, and the global cost of caring Alzheimer's and dementia is estimated to be 605 billion, 

which is equivalent to 1% of the entire world’s gross domestic product [1]. This situation is growing 

worse, as shown in Figure 1, the number of people affected by Alzheimer's is expected to grow to 

around 100 million in the year 2050. 
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Due to the cost efficiency and high quality care, AI technologies have been gradually adopted to 

assist daily home care to the patients with Alzheimer's. Cooking has been a critical, and yet 

challenging task for the patients with Alzheimer's (in the following, we will simply refer to them as 

``patients''). Take Spaghetti as an example (Figure 2), there are several steps to successfully cook 

Spaghetti, which is complex to the patients without any assistance. In this paper, we propose a 

cooking assistance agent, which gives guidance to the patients while cooking. More specifically, our 

agent breaks down a cooking task (e.g., cooking Spaghetti) into several subtasks, and provide a 

reminder of what to do to the patient at a proper time during the subtask. 

 

Figure 1 Statistics of Alzheimer’s Disease 

 

Figure 2 Steps of Cooking Spaghetti 
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We make two key contributions in this paper. First, we construct a formal model to formulate the 

cooking assistance task as an MDP. The state of the MDP is the time (or estimated time) the patient 

spends on each task, which reveals the mentality status of the patient. The action is to decide, at the 

beginning of each subtask, when to release a reminder to the patient. To our knowledge, there are no 

previous papers formulating the cooking assistance procedure as an MDP. 

Our second key contribution is a solution to the formulated MDP based on inverse reinforcement 

learning. We show that the formulated MDP has continuous (and thus infinitely large) state and 

action spaces, which makes it very challenging to solve the MDP. In this paper, we propose a 

solution which 1) employs function approximation approach to represent the value function, and 2) a 

policy gradient method which directly finds an optimal policy with a function form. 

II. Related Work 

 

The first thread of work that we follow is the MDP or POMDP based service assistance agents. In 

[2], the authors propose a hand-washing assistance agent based on an MDP formulation (and is later 

generalized into a POMDP [3]). Different from the complex MDP formulated, the MDP formulated 

in this work has finite number of states and actions and thus cannot be applied to our problem. A 

more general framework of service assistance agent is proposed in [4]. In this work, the assisted 

tasks are not specified, and thus cannot be directly applied to solve the domain specific problem of 

cooking assistance.  

We follow the second thread of work of solving large scale MDPs. There have been a great amount 

of works on solving large scale MDPs. One category of methods focuses on tabular representations 

of the value and policy functions. These tabular-based methods include tabular tabular Q-learning 

[5], prioritized sweeping [6], Monte Carlo Tree Search (MCTS) [7] and UCT (UCB applied to trees) 

[8]). However, the state space of our formulated MDP is continuous, and thus cannot be represented 

with a tabular form.  

Another category of methods use approximated functions to represent the value functions. 
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Traditional function approximation methods [9], [10], [11] perform action selection by 

approximating state-action values. Due to the continuous action spaces, the action selection process 

becomes rather inefficient with these traditional value function approximation methods. As a result, 

we adopt a policy gradient method [12], [13] which directly represents the policy as a parameterized 

function of states. 

III. Formulation 

 

A. Cooking System Formulation 

Formally, we consider a cooking task  which consists of a set of sequential subtasks 

. We assume that a subtask  can be triggered only when its preceding task 

 is completed. This is intuitive in a cooking task. Take Spaghetti as an example, the subtask of 

cooking Spaghetti can be triggered only when the subtask of boiling water is completed.  

A cooking assistance agent is able to remind the patient when the patient is performing each subtask. 

The reminder can be triggered at time  during each task, where finish of the last subtask  is 

set by default as . Generally, by triggering a reminder earlier, the patient would have a 

higher utility by completing the subtask with a shorter time, but he/she will also experience a higher 

level of frustration. We denote the payoff of the patient completing a subtask  as , 

which is assumed to be a decreasing function w.r.t. time . We denote the frustration loss of the 

patient being reminded at time  while completing a subtask  as , which is assumed to be 

a decreasing function of time. 

B. MDP of Cooking Assistance Agent 

We formulate the planning problem of the assistance agent as an MDP. Formally, the state of the 

MDP is a vector   where each  represents the time it 

takes for the patient to accomplish each task , and  indicates the subtask  the 
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patient is starting to perform. If a subtask  has already been completed (i.e., ), then  

means the actual task completion time. Otherwise,  is the estimated task completion time. 

Intuitively, the system state reveals the mentality status of the patient, i.e., if the patient is able to 

complete the subtasks within a shorter time, it is believed that the patient is in a better status, and 

tends to be able to complete the remaining subtasks faster. We denote the estimated task completion 

time for each subtask  as a probability distribution function of state:  , where  is the 

longest time a patient can complete subtask . It is required that  

 

The action of the assistance agent is to decide, for each subtask , the time a reminder is 

released to the patient during the subtask, given the current state . After the reminder for subtask 

 is released, we assume that the patient is able to complete the subtask within a fixed time . 

Note that the actions taken after a subtask  is completed will not affect the task completion time 

of the previous subtasks anymore. As a result, taken action , the expected utility of competing a subtask  

(i.e., the immediate reward) is denoted as 

 

The first integration on the right hand side denotes the expected utility of the patient if he/she 

completes the subtask  before the reminder is released, while the second integration denotes the 

other case. The long term reward or value function is represented as a sum of all the immediate 

reward of the tasks completed after subtask  :  
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A policy  is a function which specifies the conditional probability of taking an action , 

given a certain state . The optimal policy maximizes the value function in Eq. (3): 

 

The state transition function is the probability of a state  transiting into state , given certain 

action . In the next state, since only  is changed, it is equivalent to the probability of the patient 

using  time to complete the subtask :  

 

C. State Transition Function 

As we can see, the state transition function depends on the probability distribution function . 

While our formulation above is general to all types of , in this subsection, we study a 

specific form, i.e., a normal distribution. More specifically, we consider a probability distribution 

function of the completion time of subtask , given state :  

 

where and  are respectively the mean and standard deviation of the distribution. 

We assume 

 

where  is the average task completion time of subtask  obtained from historical statistics. We 

also assume  can be obtained from historical statistics and does not change over time. Intuitively, 

this indicates that if the task completion time of the previous subtasks is long, then the task 

completion time of subtask  would also be long. As a result, we have  
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IV. Analysis and Proposed Methods  

 

As we can see, the formulated MDP is a finite horizon MDP with continuous action and state spaces. 

Solving this formulated MDP is very challenging due to two major reasons. First, the formulated 

MDP has very large scale action and state spaces. For such large scale MDP, it is difficult to even 

represent the value functions with a tabular form. As a result, we use an approximated function form 

to represent the value function. In general, function approximation [14], [15], [16] selects a function 

among a well-defined class that closely matches (“approximate”) a target function in a task specific 

way. The novelty of function approximation is that the approximate value function  is 

represented not as a table but as a parameterized functional form with weight vector .  

might be a linear function of the features of the state, with  as the weight vector of the features. 

More generally,  might be the function computed by a multilayer artificial neural network, 

with  the vector of connection weights in all the layers. By adjusting the weights, any of a wide 

range of different functions can be implemented by the network.  

Even with function approximation, the search spaces of action and state are still infinitely large, 

which makes it infeasible for traditional search methods such as Monte Carlo Tree Search (MCTS) 

[7], UCT (UCB applied to trees) [8] or function approximation methods [9], [10], [11] that perform 

action selection by approximating state-action values cannot be applied to our problem. As a result, 

we propose a policy gradient method in reinforcement learning to solve the problem.  

The idea of policy gradient method is to approximate the policy function with a parameterized 

function , and update the parameter with the stochastic gradient descent method. Similar 

to the value function, the form of the approximated policy function can either be linear to the 

features of the state or an artificial neural network. More specifically, PG-  incorporates an actor-
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critic architecture, where “actor” is the learned policy function which performs action selection, and 

“critic” refers to the learned value function which is a performance measure of the current policy 

function. As shown in Algorithm 1, the input of the policy gradient method includes the state 

transition function, a set of parameterized value functions with respect to 

parameter and a set of parameterized policy functions 

 with respect to parameter . 

More specifically, we adopt the most commonly used form of value function, where the value 

function is linear with respect to the feature functions , i.e., 

 

For the choice of a proper policy function, a key aspect is to trade-off the balance between 

exploitation (of a good policy) and exploration (of potential better policy). To do this, we use a 

normal distribution function to represent the policy function, instead of using a deterministic policy 

function. Formally, we denote the policy function as 

 

where and  are respectively the standard deviation and mean value of the normal distribution 

used to sample the action , which are linear functions with respect to the feature functions  

with the parameters  and . 
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The algorithm starts with an initialization of the parameters  and . It then enters the repeat loop 

(Lines 2-8). In the repeat loop, it first simulates an episode, which contains a series of state-action 

pairs in the planning horizon H. The states are generated following the state transition function 

Eq.(5), the actions are selected following the policy function , while the immediate 

rewards are computed with Eq.(2). After an episode is simulated, the algorithm then updates the 

parameters (Lines 4-7) with stochastic gradient descent method.  denotes the sum of rewards of 

completing all the subtasks obtained from the simulated episode, which reveals the “real” value 

obtained by the current policy, while  is the “estimated” sum of rewards approximated by 

the parameterized value function . Consequently,  denotes the difference of these two 

terms. In Lines 6-7, policy gradient method updates the parameters with the specified gradient 

methods. 

V. Conclusion 

 

With the rapid growth of population affected with Alzheimer’s Disease, human society is faced with 

a fast growing cost of providing home care to patients affected by Alzheimer’s. In order to 

contribute to saving this home care cost, we propose a cooking assistance agent to help the patients 

during the daily cooking. Our agent formulates the cooking system as an MDP with continuous state 
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and action spaces. To cope with the large scale state and action space, we adopt a category of 

reinforcement learning methods called “policy gradient” method. 

In the future, we plan to test our approach with both simulation-based and real-world data. Moreover, 

we will generalize our formulated MDP into POMDP, where the activities of the patients cannot be 

fully observed and evaluated. 
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