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1 Introduction

The recent trend of Large Language Models (LLMs) is evident through the
investment of Big technology companies and the widespread discussion and fas-
cination with LLMs in media and online communities. The GPT series by
OpenAl, particularly GPT-3 and GPT-4 [OpenAl, 2023], have made headlines
for their advanced text generation capabilities. Major corporations like Mi-
crosoft have integrated LLMs into their products, enhancing user experiences
in applications such as Bing and the Office Suite. We could also see a surge
in academics focused on LLMs, underscoring the growing interest in this field
[Touvron et al., 2023a, Touvron et al., 2023b]. Additionally, the widespread dis-
cussion and fascination with LLMs in media and online communities highlight
their impact and the general public’s interest in Al advancements.

With such popularity and with LLMs demonstrating their capabilities in
a wide variety of downstream tasks, how to leverage LLMs to solve complex
tasks becomes an important question. Among all, prompt engineering has
been the most direct and effective way to interact with LLMs [Liu et al., 2023b,
Qiao et al., 2022]. By crafting precise and clear prompts, users can provide bet-
ter instructions to LLMs, ensuring more accurate and contextually appropriate
answers. This practice not only helps in controlling the tone and style of the
LLM’s output, making it suitable for varied purposes and audiences but also
reduces ambiguities, leading to a more straightforward and efficient interaction.
Therefore, prompt engineering serves as a crucial tool in harnessing the full
potential of LLMs, ensuring their responses are as beneficial and relevant as
possible.

Chain-of-thought prompting (CoT) [Wei et al., 2022] in working with LLMs
involves breaking down complex problems into a series of logical steps, similar to
how humans think through problems. This method is important as it enhances
the ability of LLMs to handle complex multi-step reasoning tasks. For instance,
in solving a math problem, the model first identifies the relevant information,
and then sequentially applies mathematical operations, clearly articulating each
step before reaching the final answer. Similarly, in a reasoning task about cause



and effect, the model methodically assesses each aspect of the scenario before
concluding. By doing so, CoT not only makes the model’s reasoning process
more transparent but also significantly improves its accuracy in problem-solving.

Inspired by the simplicity yet powerfulness of the CoT, we would like to dive
further into the track of methods that decompose tasks into sub-tasks in prompts
to enable LLMs to solve complex tasks. In this paper, we first review existing
approaches that also focus on prompting LLMs to solve problems. Then, we
pose a possible direction for further improvement. We hope this survey can
lead interested researchers into prompt engineering for complex tasks and raise
interest in further building on the field.

Section §2 would summarize current papers that decompose complex tasks
into sub-tasks in prompt to guide LLMs for solving the problem. Two types of
methods and their differences are discussed, namely Iterative decomposition and
Plan-then-execute decomposition. Section §3 discusses the disadvantages of the
current methods and how hierarchical decomposition can potentially prompt
LLMs better in solving complex tasks.

2 Task Decomposition

Decomposing a complex task into simple tasks is particularly useful where one
cannot solve it immediately without steps of reasoning in mind. In this section,
we introduce the methods to decompose complex tasks and auxiliary techniques
to help improve the performance of decomposition.

2.1 Iterative decomposition

Iterative decomposition generates a simple sub-task, performs actions to finish
the sub-task, and then repeats this process with the knowledge of the previous
results. In [Press et al., 2022], the authors empirically show that even if LLMs
know the true answer to all the needed sub-questions for a complex question,
LLMs are often wrong when asking them to answer the complex question di-
rectly. This finding indicates the significance of decomposing complex tasks into
simple sub-tasks for LLMs.

Chain-of-thought prompting [Wei et al., 2022] can be considered the first
work to try to decompose a task into sub-task sequences. By showing LLMs
a series of intermediate natural language reasoning steps that lead to the final
output in the prompt, LLMs can naturally imitate a human-like problem-solving
process. Here, the intermediate reasoning steps can be considered as sub-tasks
because they are all necessary to answer the question, and they are sequentially
connected to form a sub-task sequence that leads to the final solution of the
problem. Researchers even found that simply adding “Let’s think step by step.”
to the prompt can guide LLMs to perform chain-of-thought decomposition as
well [Kojima et al., 2022]. The above two works implicitly follow iterative de-
composition since LLMs generate tokens in an autoregressive way, which could
be formulated as:



P(x¢|z1, 22, ooy ©4—1) = softmax(LLM(z1, 22, ..., Tt—1)) (1)

we could see that it is a conditional probability when generating x;, which
means that they can decide the next sub-task based on previous content.

There are also approaches that explicitly instruct LLMs to adopt an iterative
decomposition strategy. DecomP [Khot et al., 2022] and Successive Prompting
[Dua et al., 2022] represent two contemporary techniques that employ a repeti-
tive questioning approach to gather background information for tasks involving
question answering. Each sub-question answered by the model serves as a sub-
task to be accomplished. In contrast to CoT, which may sequentially generate
sub-questions within a single output, these two methods explicitly guide LLMs
to generate follow-up questions during the process. Empirical findings indi-
cate that explicitly instructing LL.Ms to decompose complex tasks outperforms
relying on implicit decomposition carried out by LLMs themselves.

2.2 Single-step decomposition

Unlike iterative decomposition, single-step decomposition approaches employ
just one prompt to break down a task into smaller tasks. For instance, the
Least-to-most prompting method, as noted in [Zhou et al., 2022], only requires
two prompts for LLMs: one to create a plan breaking down the main task into
smaller steps, and another to carry out these steps. The Plan-and-solve prompt-
ing technique, as described in [Wang et al., 2023a], enhances the efficiency found
in Least-to-most prompting by combining the planning and execution phases
into a single response. DEPS [Wang et al., 2023b] and GITM [Zhu et al., 2023]
are specialized decomposition strategies for the game Minecraft, a sandbox game
where players can create various items and tools. In this game, gathering ba-
sic materials is considered a series of sub-tasks necessary to construct the de-
sired item. DEPS formulates a sequential plan for acquiring the needed items,
whereas GITM prompts LLMs to break down the task into a sub-task tree
structure.

Contrasting with methods like DecomP and Successive prompting, the single-
step decomposition approach is more time-efficient as it reduces the number of
prompts needed with LLMs. Nonetheless, DecomP and Successive prompting
offer greater adaptability, allowing the next sub-task to be tailored based on the
outcome of the preceding one, whereas the plan in a one-time decomposition
approach remains static. Single-step decomposition is more apt for tasks where
sub-tasks are confined to a relatively narrow range. For instance, the complexity
and interconnections between tasks and prerequisites are more straightforward
in Minecraft than in knowledge-intensive question answering. This simplicity
allows for a higher accuracy in the plans generated through one-time decom-
position. Ultimately, choosing between efficiency and precision depends on the
specific nature of the task at hand.



2.3 External decomposition

The aforementioned categories both depend on the knowledge of LLMs to break
down the task into smaller sub-tasks. However, they face challenges with hal-
lucination issues, as pointed out in the literature [Ji et al., 2023]. Occasion-
ally, these approaches generate sub-tasks that appear plausible but lack a firm
grounding in reality. To ensure the precision of the decomposition process,
LLM+P [Liu et al., 2023a] and SayPlan [Rana et al., 2023] adopt a different
approach by integrating classical planning techniques. They employ LLMs to
convert tasks expressed in natural language into the domain-specific language
used by classical planners. This enables classical planners to work with the
tasks more effectively. The results produced by the planners are subsequently
translated back into natural language by LLMs.

2.4 Sub-task pre-definition

Opting for potential sub-tasks from a constrained pool offers the advantage
of crafting a more precise and efficient sequence of sub-tasks. This approach
helps in preventing LLMs from becoming sidetracked by irrelevant or erro-
neous sub-tasks. PEARL [Sun et al., 2023] is custom-tailored for the task of
answering questions within lengthy documents. It employs a set of prede-
fined sub-tasks, such as ”Locating the definition of A,” ”Comparing A and
B,” and ”Summarizing A,” from which LLMs can select and organize valuable
sub-tasks into a coherent plan. In a similar vein, ProCoT [Deng et al., 2023]
establishes predefined sub-tasks encompassing query clarification, topic tran-
sition, and negotiation strategies, designed specifically for dialogue systems.
DecomP [Khot et al., 2022] adopts a different approach by choosing sub-tasks
from a collection of sub-task functions like ”split” and ”merge” for k-th letter
concatenation. This method is evaluated across a diverse set of tasks, including
tasks involving extensive context, open-domain question answering, and sym-
bolic reasoning. Meanwhile, SayPlan [Rana et al., 2023] is tailored for robot
planning tasks. Given a task instruction, it employs semantic search to identify
a relevant subgraph within the entire 3D scene graph, serving as the planning
environment. LLMs subsequently devise plans solely based on this identified
subgraph.

3 Future Direction

Current methods of prompting Large Language Models (LLMs) often involve
splitting the final task into sequential subtasks or formulating a plan to execute
all steps simultaneously. However, when dealing with complex tasks, this se-
quential approach can be limiting. The method might fall short in adequately
addressing the intricacies of each subtask, especially in situations where each
subtask itself is complex and multifaceted. Consequently, the model may strug-
gle with accurately completing the final task due to insufficient breakdown of
these complex components.



In contrast, the hierarchical decomposition of tasks, where each subtask is
further broken down into smaller, more manageable parts, offers a more robust
solution. This method allows for a deeper and more detailed exploration of each
aspect of the task, ensuring that every element is thoroughly understood and
addressed. For instance, in a complex problem-solving scenario, a subtask might
involve several layers of reasoning or calculations, each requiring its own specific
approach. Hierarchical decomposition would enable the model to tackle these
layers individually, ensuring a more comprehensive and accurate completion of
the final task. This approach not only enhances the problem-solving capabilities
of LLMs but also mirrors human cognitive processes more closely, leading to
solutions that are logical, well-structured, and more reliable.

4 Conclusion

This review has critically analyzed the application of various decomposition
methods in prompting LLMs to solve complex tasks. We have seen that it-
erative, single-step, external, and predefined sub-task decompositions each of-
fer unique benefits and limitations. Our analysis suggests that while current
methods enhance LLMs’ problem-solving abilities, there is significant room for
improvement. Future research should focus on developing more advanced hi-
erarchical decomposition strategies, which could better mimic human cognitive
processes and offer more nuanced and reliable solutions.
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