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Abstract 
 

   The Distributed Denial-of-Service attack is a serious threat in Internet and an effective method is 
needed for distinguishing the attack traffic from the legitimate traffic. We propose the concept of bit 
marking to identify and drop the attack packets. Bit marking is a variation of packet marking 
technique that modifies the packet header at each router. However bit marking differs from packet 
marking in its process and the purpose. Instead of storing the router information in the packets, bit 
marking alters one or more bits in the marking field at each router. The bit positions for each ingress 
line card are selected randomly only once at the initialization. Such bit marking is performed to all 
the packets, resulting in a common path signature in the marking field upon arriving at a destination 
for all the packets originating from the same location. Since the packets traversing different paths are 
likely to have different path signatures, the bit marking process generates quite unique path signature 
for different sources, roughly emulating the source IP. Such Path Signature allows an easy 
identification and blocking of the DDoS attack. 
   We show that the PS becomes more diverse as the lengths of the distinct path increases. From an 
artificial and real Internet topology we observe that the sources are uniformly distributed over the 
path signature space. In our experiments, the attack traffic can be blocked up to 99.6% using PS. 
DBM can mitigate most known attack types, such as SYN flooding, reflection attack, UDP flooding, 
etc. and it is robust to various attack patterns. DBM can also be extended to source address traceback 
with the topology information of participating routers. This method is simpler to implement than 
PPM and only small number of routers needs to be upgraded. The deployment can be done gradually 
without any impact on non-participating routers.  
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I. Introduction 

A. Distributed Denial-of-Service Attack 

In Denial-of-Service (DoS) attack, large amount of packets are bombarded to a destination to 
disable the victim server or the communication link toward the victim [18]. In Distributed DoS 
(DDoS) the attack is originated from large number of attack agents. DDoS attack is becoming more 
threatening with newer type of attacks and attack patterns [31]. It is known that a lot of Internet 
traffic is caused by dormant DDoS attack agents [29]. As well as wasting the network bandwidth, 
such dormant attack agents can concentrate the attack packets to any destination any time, 
materializing into a successful attack. 

Under DDoS packet flooding, it is difficult to identify the attacking packets or to identify the 
source of the attack since the source IP addresses of the attack packets are usually spoofed. 
Especially in reflector attack, the real source of attack is very difficult to track. 

B. Previous Approaches 

   There have been many proposals to identify the attack packets and block them. For the packet 
flooding attack, rate limiting is commonly used to lower the bandwidth to the victim. In some rate-
limiting schemes, the both attack and legitimate packets towards the victim destination are simply 
dropped [20][23][41][43] Pushback scheme [21] can reduce the attack traffic rate greatly, but it 
requires a network-side collaboration and may not work under all different attack patterns or types. 
Other methods use techniques to differentiate the attack packets from legitimate packets. [28] is 
based on measurement. URPF [13] examines the source address and drops the packets that are 
coming from unlikely ingress ports. [25] blocks TCP packet flooding. 
   Another area of research focuses on traceback of the source address, including logging [34], packet 
marking [33] and new ICMP [6][40]. However, a disadvantage of traceback is that it cannot identify 
and drop the attack packets. Besides, if the attack is highly distributed, finding all the sources may 
not be possible or meaningful.  
   There are other methods for blocking specific attack types. TCP SYN packet flooding attack 
incapacitates the destination server with only small bandwidth. There are methods specifically 
designed to block SYN flooding attack, such as SYN cookie in Linux, puzzle [3], host/connection 
pricing/timing, SYN intercept [12] and etc [11][17][27][38].  
   Many denial-of-service attacks can be prevented if the source IP address is trustworthy. First of all, 
the attack can be more easily detected. Once the attack is detected, it is straightforward to limit the 
rate for the attack traffic by examining the source IP. Ingress filtering [16][24] guarantees the 
reliability of the source IP. But there are technical and economical barriers, such as mobile IP and 
extra hardware. There are trials to identify the packet with spoofed address, but they are mostly 
based on heuristics and may not be applicable to all networks [37]. 

C. Our Approach 

In this paper, we propose an innovative and simple method that can significantly mitigate most 
types of the packet flooding attack. Our method is based on the concept of packet marking, where 
the packet header is modified as it passes through a router. In probabilistic packet marking (PPM), 
another similar technique, the router ID information is inserted in the packet to enable source 
traceback. In contrast, we change one or more bits in the packet header in randomly selected bit 
positions, which is called bit marking. By performing bit marking at all the routers along the path, 
we generate virtually unique Path Signature (PS) for all the packets originating from the same 
location. While the PPM is used for source traceback, bit marking is mainly used for identifying and 
dropping the DDoS attack packets.  

A path signature is uniquely mapped to by less than several source subnets or Autonomous 
Systems (AS), so it can be treated as semi-source IP address when the source IP address is 
unreliable. When there is a DDoS attack, only the path signatures containing the attack show a surge 
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of traffic. Therefore the attack traffic can be easily rate-limited, while the legitimate traffic can be 
passed without harm.  

Bit marking can be performed either deterministically, or probabilistically. In Deterministic Bit 
Marking (DBM), all the routers along the path flips the selected bits (bitwise exclusive-OR 
operation) for all incoming packets. In Probabilistic Bit Marking (PBM), the bit marking is 
performed only in selected routers, where each router makes the decision by probability once at the 
initialization time. Those selected routers perform the bit marking for all the incoming packets, but 
differently from DBM, i.e., they overwrite the randomly selected bits with 1 (bitwise OR operation). 
In our analysis DBM is far superior to PBM in generating a unique path signature, so we focus on 
DBM in this paper although we present a brief analysis of PBM. 

Bit marking has several advantages over packet marking. Generally it is simpler to implement, and 
can achieve both packet dropping and source traceback. The dropping decision and traceback is done 
for individual packet, so the response time is short. The number of routers required for full support is 
much less.  

In the next sections, we show how unique the path signature is, how the path signatures are 
distributed in artificial and real Internet topologies. We then demonstrate the effectiveness of DBM 
in blocking extremely distributed DoS attack. In addition, we briefly mention the deployment issues, 
the performance of PBM and the possibility of source traceback using DBM. 

II. Deterministic Bit Marking 

A. Background in Packet Marking 

It is a safe assumption that all the attack packets spoof the source IP address to hide the origin of 
the attack packets. Currently IP network has no provision for verifying the legitimacy of the source 
IP, although a few methods have been proposed to solve this problem. The packet marking technique 
is one of such approaches. In packet marking, each router along the path puts the router information 
in the packet header, so the receiver can traceback the path of the packet toward the ingress point. 
One bruteforce approach is attaching all the router IPes for each packet, which is called deterministic 
packet marking (DPM) since it stores all the path information in every packet. But Deterministic 
Packet marking is impractical due to the large and variable size.  

Probability packet marking (PPM) solves this problem [19][33]. Instead of attaching all the router 
IPs, it allows only one fixed marking space. Since this small space is not sufficient for storing all the 
router information, partial path information is written over multiple packets. Each router overwrites 
its router information in some number of packets selected with a probability. Then the receiver can 
reconstruct the full path after collecting sufficient number of packets.  

Packet marking requires usable bits for marking purpose in IP header and it is suggested to use 
the16-bit ID field in the IP packet header [33]. ID field is used for handling IP packet fragmentation, 
but only 0.25% of the Internet packets are fragmented. The performance of PPM depends on the 
probability of marking and length of the path [30]. As the length of the path increases, the required 
number of packets for reconstructing the path is also increased. PPM is effective under a single-
source DoS attack because a lot of packets are received from one source during the attack and the 
path for such traffic can be uniquely reconstructed. However as the number of attack sources 
increases, it becomes more difficult to identify the paths.  

The purpose of PPM is tracing back the source of the attack, but it cannot be used for isolating the 
attack traffic and proactively dropping the attack packets as packet-by-packet because one packet 
alone does not contain sufficient information. PPM has these additional limitations. 
§ It is not effective in highly distributed attack and in handling various attack patterns 
§ For each router, it must compute a new random number for each incoming packet in order to 

decide whether to mark it or not, which may be an expensive operation.  
§ If any of the router along the path does not participate, the path may not be reliably 

reconstructed. 
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   To resolve the aforementioned problems, we propose a mechanism called Deterministic Bit 
Marking. 

B. Overview of Bit Marking 

 The Bit marking, proposed in this paper, is based on the idea of packet marking. Bit marking is 
similar to packet marking in that each router changes the marking field in the packet header. 
However, the marking processes and the purposes are different. In Bit marking, the routers do not 
store any router-specific information, but instead they alter one or more bits in the marking field. 
This process is done for all the packets, not only for selected packets, so all the packets going 
through the same routers from the source to destination have the same bit marking pattern. This 
pattern reflects the unique path for a packet, so it is called Path Signature (PS). Since the bit 
positions are randomly selected, the packets traversing different paths are very likely to have 
different PS upon arriving at the destination. Due to this uniqueness, PS can be used in isolating the 
flooding attack traffic even if the source IP is spoofed. When there is a DDoS attack, the traffic size 
bearing a specific PS that accompanies an attack will jump up, and we can easily apply rate limiting 
algorithms for such a PS. Therefore the Bit Marking scheme can be used for identifying the attack 
traffic and dropping those packets, although we later augment it for source tracking. Unlike in PPM, 
each packet is treated independently in Bit Marking for packet dropping. So there is no need to 
collect many packets. These concepts depart sufficiently from the concept of packet marking, so we 
refer this new concept to Bit Marking to avoid any confusion. 

There are two methods, deterministic bit marking (DBM) and probabilistic bit marking (PBM). In 
deterministic bit marking, the bits are flipped (= Exclusive OR with 1) and the marking is done for 
all the packets. On the other hand, in probabilistic bit marking, the bits are flipped in the same way, 
but the marking decision is made by probability. However, unlike PPM, the marking decision is 
made once per router, not packet by packet basis. We concentrate on DBM in this paper, but we will 
briefly introduce the probabilistic bit marking, too. 

C. Deterministic Bit Marking Algorithm 

The bit marking strategies can be different, in terms of number of bits and bit marking method. In 
this section, we explain the algorithm for Deterministic Bit Marking with b-bits.  

Let {b1, b2, … bi, …, bk} be the marking bits in a packet header. These bits are initialized to 0 
upon entering the ISP’s network through the ingress router. From then on, each router selects b bit 
positions among k bit position (1 ≤  b << k). The bit positions are randomly chosen at the time of 
hardware initialization, or they are periodically reselected. In any case, they do not get changed for a 
prolonged time. (e.g., minutes or hours)  A DBM scheme that uses b bit positions for the number of 
marking bits is called b-bit DBM. 

For each incoming packet, the bit values at the selected position are flipped, which means the 
value 1 is changed to 0, and value 0 is changed to 1. It is equivalent to an exclusive-OR operation 
with 1. After flipping the bits, the IP checksum must be updated accordingly, which can be done 
incrementally [9][26]. This marking operation is performed for all the packets at all routers; hence it 
is called deterministic in contrast to probabilistic. Figure 1 shows the example of 1-bit DBM. 
 

+

Randomly chosen bit position

 0     1     1     1      0      0      1      0

1

1

Exclusive OR

bit flipped

 0     1     1     1      0      0      1      00

 
Figure 1: Bit Marking Process (1-bit DBM) 

The Path Signature is constructed as follows: 
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1. Each ingress line card chooses b bit positions randomly at the initialization. 
2. When a packet enters the ingress line card at ingress router, the line card resets the marking 

bits to 0 
3. All the ingress line card, including the one at the ingress router, perform exclusive OR on b 

bits with 1 that it has selected in step 1, update checksum and forward the packet to the next 
router. 

4. The last router, after performing its own DBM, finishes constructing PS. 
 

Figure 2 shows how the Path Signature is constructed along the path.  
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Figure 2: Path Signature Construction 

D. Path Signature Diversity 

The key issue in DBM scheme is whether the packets from different sources to the same 
destination ended up having different PS.  If many different sources are funneled into the same PS, 
the effectiveness of DBM scheme will be very limited. It is clear that the PS distinction cannot be 
made when the packets traverse the same path, so the distinction can be introduced only before the 
paths of packets get merged. However, note that any existing distinction between PSes will be 
maintained because the existing bits are only flipped rather than being overwritten. 

We examine the probability that two packets, A and B, will have the same PS before their paths get 
merged. We assume that the 16-bit ID field of IP packet header is used for the marking field 
throughout this paper. However different number of bits can be used without loss of generality.  

We denote their marking bits as {a1, a2, .. ai , .. a16} for packet A and {b1, b2, .., bi, .. b16} for 
packet B. Let d be the number of routers that the two packets traverse independently before they get 
merged to the same path. Let’s start from the case of 1-bit DBM. Their marking bits are initialized to 
0 upon entering the first router. At each router, the probability that a particular bit is selected is 1/16. 
For a bit value to be 0, the bit must be flipped even number of times because a bit value is initialized 
at the ingress router. The bit flipping may be done at any router among d routers. This is summarized 
by the following equations. After d distance, the probability for a bit to be 0 is 

P (ai = 0) = P (bi = 0) = P0 = 
kd
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Similarly, the probability for a bit to be 1 is 
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P (ai = 1) = P (bi = 1) = P1 = 
kd

oddk

k

kd C
−

=
∑ 
















16
15

16
1   (k < d) 

 

For ai and bi to have the same value, they must be either ai = bi = 0 or ai = bi = 1. Since P (ai = 0) = 
P (bi = 0) and P (ai = 1) = P (bi = 1), 

 

P (ai = bi = 0) = P0 * P0  
P (ai = bi = 1) = P1 * P1. 

 

Therefore the probability that two bit values are same after d hops is 

P (ai = bi) = ( )2
1

2
0 PP +  

For packet A and B to be same, all the 16 bits must be same, so the probability that both packets 
are same is 

 

( )162
1

2
0 PP +  

 

For the case of d = 0 and 1, clearly the above probabilities are 0 and 1/16 respectively. The above 
argument can be generalized for k-bit marking, by replacing the bit selection probability to k/16 from 
1/16. We have plotted the probability in the following figures. The graph also shows the 
experimental results of 5-experiments average from applying DBM to 10 million pairs for each 
distance. 
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                   (a)   1-bit DBM                                        (b)  2-bit DBM                                         (c) 3-bit DBM 

Figure 3: The probability that two PS from different sources are same after d routers  
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Figure 4: Comparison of 1,2 and 3-bit DBM with calculated values 

 
The length of the distinct portion between two packets’ paths is most important in diversifying the 
PS. As shown in Figure  (a), the diversity increases as d increases. By using multiple bits, the 
diversity can increase much quicker as shown in Figure 3 (b) and (c). But after about 10 hops, the 
probability converges in all cases. Therefore multiple-bit DBM is useful when the length of distinct 
path is short. The relative effectiveness of multiple-bit DBM schemes are compared in Figure 4. 
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III. Path Signature Distribution 
Now we would like to find out whether there is sufficient PS diversity in a network where many 

paths get merged. We performed two experiments, one with an artificial topology and the other with 
a real Internet topology.  

A. Artificial Topology 

We have created an artificial topology based on some Internet statistics. There are currently about 
20,000 ASs and about 140,000 subnets registered worldwide [1]. 

We have constructed a tree structure to reflect the statistics as shown in Figure 5. Note that 
although the real Internet connectivity is in graph form, it becomes a tree form from a particular 
destination’s point of view. The destination subnet is at the root of the tree and the packets are 
delivered to the root from the leaves. In this topology, each router is assumed to have 3 ports that are 
connected to two upstream routers and one local subnet except at level 16. The furthest upstream 
routers at level 16 are connected to one subnet. The number of hops from the destination router is 
called distance d. At d distance, there are 2d routers and subnets, and 2d subnets. The maximum 
number of hops is 16, which gives us total 217– 1 (=131,071) subnets.  
   This model encompasses the case of many merged paths in all different levels. It also closely 
reflects the actual number of connected subnets to the Internet, and the realistic hop counts of 1 to 
16. 
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.

.
.   .   .   .   .

R Router Subnet

d = 0

d = 1

d = 2d = 16

 
Figure 5: Artificial Topology 

   As a packet enters a router, its ID field in the IP packet header is reset to 0 and DBM process 
begins. We run the experiment 5 times, where the bit positions in each line cards are initialized 
differently. TABLE I shows the summary of how the subnets are distributed among the possible 216 
(=65,536) Path Signatures. 

TABLE I: PS DISTRIBUTION 

 Case 1 Case 2 Case 3 Case 4 Case 5 
Total occupied PS 48826 47743 48654 49080 47625 

Maximum subnets per PS 19 25 19 19 27 
Average subnets per PS 2.68 2.75 2.69 2.67 2.75 
Median subnets per PS 2 2 2 2 2 

 
The results show that about 75% of PS values are utilized and less than 3 client subnets are 

assigned to each PS on the average. We observe that even though many paths are merged, the PS 
values are distributed very evenly. Moreover, a server is rarely connected by all the subnets at the 
same period, so the actual number of subnets per PS will be lower in reality. 
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B. The Real Internet Topology 

The artificial topology shows an excellent diversity of path signature with realistic hop counts and 
number of subnets. But the actual Internet topology is not as uniform as the artificial topology and 
exhibits the power-law topology [10][14]. In the power law Internet, the paths from Internet hosts 
tends to get merged into a limited number of points. This reduces the number of hop counts and has 
an adverse effect on the PS diversity. To investigate the PS distribution under real Internet topology 
we analyzed the actual Internet AS connectivity data [2]. Although it is not complete, it has the basic 
topology information on the Internet The ASs are either transient AS or Stub AS. Stub ASs do not 
forward to packets, but only serves the connected clients. Transient AS collects the packets from 
other AS and forwards them to other ASs through peering points. A basic relationship between ASs 
is shown in Figure 6.  

AS 4
AS 1

AS 2

AS 3

Internet

Customer
Subnet

Peering
Point

 
 

Figure 6: Illustration of AS Connectivity 
 

There are total 11,174 ASs in the data set and its connectivity status is shown in TABLE II. It 
clearly shows that a small number of ASs are connected to large number of ASs, i.e., the power-law 
Internet connectivity. The 3 most-connected ASs are, ALTERNET-AS (2389), SprintLink (1334), 
and ATT-INTERNET4 (1042). 

We first constructed AS connectivity graph, then for each stub AS (which has less than 6 
connections) we have derived a BFS tree. This guarantees that all the AS can reach a particular 
destination AS via the shortest path. This is a rather conservative assumption because in real network 
the path may be longer than the shortest path and thus the PS diversity may be stronger. 

TABLE III sows the number of ASes required to reach a destination AS. We have randomly chosen 
5 ASes that are connected to 1,2,3,4, and 5 other ASes respectively. 

It shows that the destination AS can be reached via only 2 to 5 other ASes in most cases. We need 
to investigate whether this is enough for achieving usable PS diversity. 

TABLE IV shows how the ASes are distributed among the PS. In case of 3-bit DBM, less than two 
ASs are co-assigned to the same PS. This is a very encouraging discovery because we can use the PS 
in place of source IP when the source IP is not trustworthy.  

We have further explored whether it is possible to distinguish the attack packets with smaller unit 
than an AS, i.e. subnet level. When the packets from different subnets enter the same ingress router, 
they go through different DBM process via different line cards. We have assumed that each AS is 
connected by 10 subnets, simulating the case of 111,740 networks that is close to the actual number 
of networks connected to the Internet (about 130,000). 

TABLE II: AS CONNECTVTY 

Number of Connected 
AS 

Number 
of AS 

% Cumulative % 

1 3866 34.60% 34.60% 
2 4484 40.13% 74.73% 
3 1207 10.80% 85.53% 
4 466 4.17% 89.70% 
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5 240 2.15% 91.85% 
6 177 1.58% 93.43% 
7 94 0.84% 94.27% 
8 87 0.78% 95.05% 
9 66 0.59% 95.64% 

10 40 0.36% 96.00% 
11-20 246 2.20% 98.20% 
21-50 123 1.10% 99.28% 

51-100 43 0.38% 99.69% 
100-1000 32 0.29% 99.97% 
1000-2000 2 0.02% 99.99% 
2000-3000 1 0.01% 100.00% 

Total 11174 100% 100% 
 

TABLE III: NUMBER OF HOPS TO REACH AN AS 

Test 1 Test 2 Test 3 Test 4 Test 5     AS ID 
# hops 7803 851 18701 9940 13374 

1 1 2 3 4 5 
2 31 49 3376 3206 2708 
3 1479 3417 5159 5336 5702 
4 6858 5162 2279 2255 2351 
5 2408 2189 325 339 368 
6 374 321 30 32 38 
7 21 32 1 1 1 
8 1 1 0 0 0 

 

TABLE IV: PATH SIGNATURE DISTRIBUTION 
(When one subnet is connected to each AS) 

 Test 1 Test 2 Test 3 Test 4 Test 5 
1-bit 861 1041 1033 1008 1566 
2-bit 2436 2611 2683 2586 3897 No. assigned 

PS  
3-bit 6154 6723 6692 6483 7871 
1-bit 12.98 10.73 10.82 11.08 7.13 
2-bit 4.59 4.28 4.16 4.32 2.87 Average no. 

AS per PS 3-bit 1.82 1.66 1.67 1.72 1.42 
1-bit 429 293 310 301 204 
2-bit 219 168 190 211 98 Maximum no. 

AS per PS 3-bit 28 23 26 28 13 
1-bit 2 2 2 2 3 
2-bit 3 3 2 2 1 Median no. AS 

per PS 3-bit 1 1 1 1 1 
 

TABLE V: PATH SIGNATURE DISTRIBUTION 
(When 10 subnets are connected to each AS) 

 Test 1 Test 2 Test 3 Test 4 Test 5 
1-bit 1532 1881 1747 1790 2935 
2-bit 6352 7508 7536 7211 10735 No. assigned PS  
3-bit 23126 25476 25618 24971 34017 
1-bit 72.93 59.40 63.96 62.42 38.07 
2-bit 17.59 14.88 14.83 15.49 10.41 Average no. 

subnets per PS 3-bit 4.83 4.39 4.36 4.47 3.28 
1-bit 4345 3042 2951 3150 2194 
2-bit 664 710 634 628 474 Maximum no. 

subnets per PS 3-bit 106 73 87 80 53 
1-bit 8 9 11 9 5 
2-bit 2 2 2 2 3 Median no. 

subnets per PS 
3-bit 3 3 3 3 2 
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TABLE V shows that on the average about 5 subnets share the same path signatures in case of 3-bit 

DBM. The similar result is obtained from the ASs with high connectivity. In case of SprintLink, 
which has 1,334 ASs connected, the total number of PS is 24,306, the maximum number of subnets 
per PS is 76, and average number of subnets per PS is 4.6. 
In real Internet, 1-bit DBM is probably sufficient because the packets actually go through multiple 
hops within an AS. That is, 3-bit DBM simulates the situation where there are 3 router hops within 
an AS, each router with 1-bit DBM. This is a realistic assumption as the average number of hops in 
TABLE III will become 3 to 24, which is very close to the number of hops in the Internet. Therefore 
with 1-bit DBM, we can differentiate the attack traffic with the same performance of 3-bit DBM in 
TABLE V in real Internet. However we will need precise subnet connectivity information for deriving 
more accurate PS diversity data. 

IV. Defense against a DDoS Attack with Path Signature 

A. Attack Detection 

   Detecting whether there is an attack is the first step in coping with DDoS attack. During DDoS 
attack, the traffic amount for a specific type of traffic toward a victim server or subnet is greatly 
increased, such as total amount of traffic, number of SYN packets, number of ICMP packets, etc. 
Such a sudden increase in traffic amount is often considered an attack in many DDoS defense 
schemes. 
   However the increased traffic could be due to legitimate traffic. The sudden increase of legitimate 
traffic is called flash crowd. There are studies for distinguishing an attack from flash crowd by 
observing the subnet prefix distribution for source IP addresses [5][22][32]. However, this method 
has two challenges. First it is necessary to pre-establish the normal traffic pattern, which is 
cumbersome and may not be stable for some sites. Further if the attacker generates similar subnet 
prefix distribution, rather than random distribution, the detection mechanism fails. Second, even if 
the attack is identified, it does not let us decide which packet is attack packet.  
   Attack detection with PS offers some advantages.  For a particular destination, its clients are 
usually well distributed over different ASes or networks. The incoming traffic amount (total traffic 
amount, number of SYN packets, number of ICMP packets, etc) per AS or a network should be 
within a certain range under normal conditions. But during the DDoS attack, the incoming traffic for 
the PS that contains the attack traffic jumps up. Further, the number of source IPs per PS will 
increase if the source is spoofed. Even if the attacker mimics the source IP distribution pattern for the 
destination, it works only for the whole packets, not for the packets per PS. So DDoS attack can be 
better detected by monitoring per-PS traffic characteristics. If the surge of traffic is determined 
indeed due to an attack, we can use rate-limiting algorithms for the particular PS as described in the 
next section 

B. Rate Limiting for Attack Traffic 

To reduce the attack rate, we use per-PS rate control algorithm similar to per-flow rate control 
(Fair Queuing [15][35][36]). We show a simple rate control algorithm for bandwidth flooding attack. 
But any rate-limiting algorithm can be used independent of DBM. Let’s denote that 

 

§ Number of observed PS  = P  
§ The maximum link bandwidth = B 
§ Number of PS containing attack = Pa 
§ The bandwidth from attack PS = Ba 
§ The bandwidth from the legitimate PS = Bl 
§ B << Ba under attack 
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We limit the bandwidth per PS as  
 

§ The bandwidth per PS = B/P 
 

Then the allowed bandwidth for the attacking PS is 
 

Pa * B/P = B * Pa /P 
 

while the allowed bandwidth for the legitimate PS is 
 

(P-Pa) * B/P = B * (1 – Pa/P) 
 

In other words, no matter how big the attack bandwidth Ba is, only (Pa * B/P) can pass the router. 
That is, as the attack intensifies, the blocking rate becomes higher as long as the number of attack PS 
stays same. This is substantially better than the case without PS. Without PS, the allowed bandwidth 
for the attack traffic is 

 

B * Ba /(Ba + Bl) 
 

and the allowed bandwidth for legitimate traffic is 
B * Bl /(Ba + Bl) 

 

That is, as the attack traffic increases, the less legitimate traffic can pass.  
Both detection and dropping can be done using a token bucket array. For each flooding attack type 

and destination, we allocate a token bucket array with one bucket per PS. The packets are drained at 
a reasonable rate, e.g., B/P. If an overflow over a threshold in a bucket is monitored, the packets for 
the PS are analyzed for attack. If it is due to an attack, the packets causing overflow will be dropped.  
   One problem with per-PS rate control is that the legitimate packets coming from the same subnet 
as the attacker’s or from the subnets whose PS is same as the attacker’s suffer from the packet 
dropping. This is called collateral damage. The packets coming from the same subnet as the attacker 
are always sacrificed. However, we believe that such a case must be handled by the subnet itself, as 
it is responsible for the attack. In case of accidental co-assignment of the same PS, we can reduce the 
damage by periodically reassigning the marking bit positions at routers. The resulting PS for the 
subnet that suffered coincidental sharing of PS then has a new PS. That way, the collateral damage 
may be shared among many subnets in rotation. 

C. Attack Detection and Packet Dropping Location 

The attack detection can be best done at a closer location to the victim, such as egress router to the 
victim, where the PS diversity is maximally achieved. But once the attack is detected, the filtering 
can be done either locally at the detection site or at upstream routers. In case of local dropping, the 
attack detection is done in egress port, and the attacking PS is given to the ingress ports. Each egress 
port performs reverse DBM for the PS and drops the packets for the PS. This procedure is described 
in Figure 7. 

. . . . .

. . . . .

1. Detect DDoS
attack

Ingress Port Router Egress Port

2. Notify ingress
ports with attack PS

3. Drop the packets
with notified PS

 
Figure 7: Router Ingress Port and Bit Marking 
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For remote dropping, the detected PS is given to the upstream routers. They perform reverse bit 
marking along the upstream path to get the correct PS, and drop the packets with the PS 

V. Effectiveness of DBM in Blocking Attack Traffic 

A. Attack Conditions 

To find out the attack detection and blocking effectiveness, we perform the following experiment. 
From the actual AS topology, we take the same 5 stub ASs which were taken in section Error! 
Reference source not found.. For each stub AS, we randomly choose 1,000 client ASes. To 
simulate a heavily distributed attack, we again choose 10 and 100 attack ASes randomly out of the 
1,000 ASs. This is considered an extremely distributed attack because the chance of compromising 
so many hosts at the same time is very slim. We use 3-bit DBM and assume these conditions. 

 

§ The destination subnet can receive 200 Mbps of traffic 
§ Each AS sends 0.1 Mbps of traffic to the victim’s AS, resulting in 100 Mbps for legitimate 

traffic 
§ Attacker ASs send 500 Mbps combined traffic evenly distributed among them, i.e., 5 Mbps 

with 100 attack ASs and 50 Mbps with 10 attack ASs. 
§ The victim’s AS can receive up to 1 Gbps of incoming traffic, so the traffic increase can be 

handled at AS level.  
 

The total incoming traffic during attack is 600 Mbps during the attack but only 200 Mbps can be 
delivered. Since the packets are dropped equally for attack packets and legitimate packets without 
distinction, only 33 % of legitimate traffic can be delivered. We examine how DBM can help to 
mitigate this situation. 

B. Attack Traffic Identification and Blocking 

TABLE VI and TABLE VII show the results of the experiment. In the experiment of attack from 10 
ASes, summarized in TABLE VI, we can see that PS can effectively identify the attack traffic with 
small collateral damage, while passing the majority of legitimate traffic (99%). More than 99.5% of 
the attack traffic is dropped. 

TABLE VI: RESULTS FOR 10 AS ATTACK (3-BIT DBM) 

 Test 1 Test 2 Test 3 Test 4 Test 5 
Number of Assigned PS 883 923 922 904 954 

Number of PS containing attack traffic (Attacking PS) 10 10 10 10 10 
Number of AS sharing the PS with attack traffic 15 10 14 13 10 

Total traffic from Attacking PS 501.50 501.00 501.40 501.30 501.00 
Ratio of attack traffic bandwidth in attacking PS 99.70% 99.80% 99.72% 99.74% 99.80% 

Allowed bandwidth per PS 0.23 0.22 0.22 0.22 0.21 
Allowed bandwidth for attacking PS 2.27 2.17 2.17 2.21 2.10 

Total attack traffic passed 2.26 2.16 2.16 2.21 2.09 
Ratio of attack traffic passed 0.45% 0.43% 0.43% 0.44% 0.42% 
Total legitimate traffic passed 98.51 99.00 98.61 98.71 99.00 

Ratio of legitimate traffic passed 98.51% 99.00% 98.61% 98.71% 99.00% 
Total combined traffic passed 100.77 101.17 100.77 100.91 101.10 

 

TABLE VII: RESULTS FOR 100 AS ATTACK (3-BIT DBM) 

 Test 1 Test 2 Test 3 Test 4 Test 5 
Number of Assigned PS 883 923 922 904 954 

Number of PS containing attack traffic (Attacking PS) 96 100 97 98 100 
Number of AS sharing the PS with attack traffic 137 120 119 117 112 

Total traffic from Attacking PS 513.70 512.00 511.90 511.70 511.20 
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Ratio of attack traffic bandwidth in attacking PS 97.33% 97.66% 97.68% 97.71% 97.81% 
Allowed bandwidth per PS 0.23 0.22 0.22 0.22 0.21 

Allowed bandwidth for attacking PS 21.74 21.67 21.04 21.68 20.96 
Total attack traffic passed 21.16 21.16 20.55 21.19 20.51 

Ratio of attack traffic passed 4.23% 4.23% 4.11% 4.24% 4.10% 
Total legitimate traffic passed 86.88 88.51 88.59 88.80 89.26 

Ratio of legitimate traffic passed 86.88% 88.51% 88.59% 88.80% 89.26% 
Total combined traffic passed 108.04 109.67 109.14 109.98 109.76 

 

   The experiment of attack from 100 ASes, summarized in TABLE VII, shows the effectiveness of 
DBM under extremely distributed attack. In all 5 test cases, the simple rate-limiting algorithm can 
pass about 88% of legitimate traffic while blocking 96% of the attack traffic. The total bandwidth is 
only slightly increased. Although the amount of collateral damage is increased inevitably due to the 
wide distribution of attack sources, still the denial-of-service situation can be prevented for the 88% 
of legitimate traffic. 

VI. Deployment 

A. Implementation at Routers 

In most line cards, only simple bit flipping operation needs to be added by firmware upgrade. The 
checksum update is already a standard function in line cards. No extra storage or other hardware is 
necessary. Unlike PPM, no random number generation is needed for each packet, which is an 
expensive operation. 

The egress routers that need to protect the customer subnets may need to implement the per-PS 
rate control algorithm. Since many routers already have per-flow rate control, small modification of 
firmware will suffice. 

B. Deployment Location 

   For achieving good PS diversity, only several router hops are necessary. Given the Internet 
topology, deployment only at AS level routers is necessary, such as border routers running BGP. The 
routers within a subnet or internal routers within the ISP need not be upgraded, although it is 
recommended for protection from intra-AS attacks. This reduces the number of routers requiring the 
upgrade significantly. Given the number of AS, the number of routers need to be upgraded is only in 
the order of 10,000 for the entire Internet. 

C. Gradual Deployment 

Not all the routers can be upgraded in one day. Most likely the routers will be upgraded gradually 
over several years. However, the gradual upgrade does not impact the Internet operation. For the 
routers that do not support DBM, the marking bits are simply ignored and there is no impact to them.  

Until every ISP employs DBM, it is necessary to protect those DBM-enabled networks from an 
external attack. This can be achieved by extending marking field to support a marking indicator. In 
addition to the ID field in the IP header, we further assume that the IP fragment offset field (13 bits) 
is available because this field is unused if IP fragmentation is disabled. This results in 29 bits usable 
for bit marking. We divide the 29 bits into two groups; 21 bits for the actual bit marking, and 8 bits 
for checksum for marking indicator as shown in Figure 8. The checksum value is obtained by 
applying CRC-32 hashing to the sum of path signature and TTL (Time to Live) values in the IP 
packet header. 

Bit Marking Field (PS) Checksum

0 20 21 28

CRC32 (PS + TTL) mod 28  
Figure 8: Checksum as a Marking Indicator 
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When a packet arrives from an end-user network, the edge routers initialize the marking bits to 0, 
perform DBM and write a proper checksum. If the next hop router supports DBM, it also writes a 
recalculated checksum. Therefore the receiving router can determine whether a packet is marked or 
not. Even if an attacker initializes the checksum to a correct value, it will be invalidated as the packet 
travels non-DBM routers that decrease only the TTL values. This relation is described in Figure 9. 
The existing PS value is preserved through the DBM-participating networks, which is called trusted 
domain. 

In the core network, if a packet coming from another ISP is unmarked, the receiving router 
initializes the marking bits to 1’s and starts the bit marking. This helps source traceback to 
distinguish between the packets originating from end-user networks and from the core networks. If 
the reverse bit marking yields all 1’s, the packet is originated from a non-DBM-enabled network.  

The set of DBM-enabled routers that are mutually reachable via other DBM-enabled routers 
implicitly form a trusted domain. Initially there will be islands of trusted domains. Legitimate 
packets from untrusted domains will be also treated as potential attack traffic. If a DDoS attack is 
launched from an untrusted domain, all the traffic bearing the same PS, including the legitimate 
traffic, is subject to rate limiting, in order to protect the DBM-enabled network. The packets 
originating from a trusted domain but traveling through untrusted domains will be treated as 
unmarked packets. But as more ISP’s support DBM, the trusted domains will become merged. 

 

 
Figure 9 Protecting Trusted Domain 

VII. Probabilistic Bit Marking 
We have also explored the concept of Probabilistic Bit Marking (PBM), where the selected bit is 

overwritten instead of being flipped. The bit selection process is same as in DBM, but the decision 
whether to perform bit marking or not is made with the probability p. However, unlike in PPM, that 
decision is made per line card, not per packet, and only once at the initialization time. Thus, all the 
packets passing through a router undergoes the same sequence of bit marking. Such process 
generates a unique path signature as in DBM. The PBM algorithm is as follows: 

 

1. At the initialization, each ingress line card at all routers decides with probability p whether to 
perform bit marking or not. If it decides to do so, it chooses b bit positions randomly.  

2. Regardless of the decision, the ingress line card at ingress router resets the marking bits to 0 
when a packet enters. 
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3. At each router including the ingress router, if it was decided to do bit marking, the ingress 
line card performs OR operation with 1 on the b bits that it has selected in step 1, and update 
checksum. If not, it simply forwards the packet to the next router. 

 

The last router finishes constructing the path signature. 

A.  PS value Bias in PBM 

PBM tends to have a bias toward 1 or 0 depending on the distance and choice of p. At small d  and 
low p, the marking bit values tends to be 0.  The marking field value converges to 1 as d increases 
because the bits are overwritten with 1. So the choice of p and the estimation of the distance are 
important. The number of bits marked after d routers is calculated as follows. The probability of a bit 
to remain as 0 after one hop is 

 

P0 (0) = [(1-1/m) + (1/m) * (1-p)] = 1- p/m  (m: number of marking bits) 
 

After d hops, it must be still 0, 
 

P0 (d) = [1-p/m]d 
 

Therefore the number of marked bits is 
 

m * P1(d) = m * (1 – P0(d))  
 

This result is shown in Figure 10 for m = 16 and p = 0.2, 0.4, 0.6, 0.8 and 1.0. After 30 hops, almost 
14 bits are marked as 1 when p = 1.0.  
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Figure 10: Number of Bits Marked 

B. PS Diversity in PBM 

The probability of sharing the same PS for two packets after d hops can be calculated as following. 
 

Pu = P (a bit remains unmarked after d hops) = (15/16)d 
Pm = P (a bit is marked after d hops) = 1- (15/16)d 

 

For one particular position, it must be either marked together or unmarked together. The 
probability is,  
 

(Pu * Pu + Pm + Pm) 
 

This must happen for all 16 bits. 
 

(Pu
2 + Pm

2)16 
 

Figure 11 shows the PS diversity as the distance increases when p = 1 for both the calculated value 
and the actual experiment. Since the bits are overwritten, the PS converges to 1, so the diversity 
decreases. In addition, once the two paths are merged, the existing differences decrease further 
because the bits are overwritten. 
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Figure 11: Comparison of Calculated Value and Experiment (p = 1) 

 
By lowering the marking probability, the high diversity can be maintained to farther distances. 

Figure 12 shows the PS diversity with varying probabilities.  
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Figure12: PS Diversity with Various p Values 

C. PS Distribution under Artificial Topology 

We have tested the PS diversity under the same artificial network topology as in section III.A. In 
addition to number of marking bits and distance, the diversity performance of PBM depends on p. 
TABLE VIII shows the result when p = 1 with 1-bit PBM. 

TABLE VIII: PS DIVERSITY WITH 1-BIT PBM (P = 1.0) 

 Case 1 Case 2 Case 3 Case 4 Case 5 
Total occupied PS 19489 15241 18203 20488 15747 

Maximum subnets per PS 87 76 68 80 63 
Average subnets per PS 6.73 8.60 7.20 6.40 8.32 
Median subnets per PS 4 6 5 4 6 

 
Compared with TABLE I showing the result of DBM under the same condition, DBM has much 

higher diversity with the number of occupied PS around 48,000, which is more than twice of PBM’s. 
In addition to lower PS diversity, PBM has another drawback. Source trace back, which is 

discussed in next section, is not possible with PBM because we don’t know whether a bit is 
overwritten or not in a particular router. 

VIII. Source Traceback 
With DBM, it is possible to identify the origin of the attack with the resolution of AS or subnet, 

which is same as in Probabilistic Packet Marking. Although we can’t identify the actual host, the AS 
or ISP is at the best position to directly control the attack source machines, so AS-level identification 
is sufficient for a practical purpose.  
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Source traceback is done by constructing a tree of participating routers with the destination router 
as the root, then applying the bit marking process in reverse. If the marking field becomes 0 after 
applying the bit marking in reverse, it is possibly the source of the attack. An example is shown in 
Figure 13.  

To achieve source traceback, the topology of participating routers and their bit marking status must 
be known to the routers that want to investigate the source of a packet. By frequently exchanging the 
DBM router topology, a router can locally calculate the source of a packet. To exchange the bit 
marking status information, a protocol will have to be developed.  
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Figure 13: Reverse Bit Marking for Source Traceback 

There are a few issues to be resolved. Although very low, the co-assignment of a same PS prevents 
us from pinpointing the exact source. (In our simulation, the co-assignment rate is less than 0.1% of 
the subnets.). Further the marking bits may become 0 in some intermediate router prematurely. 
Another issue is the combinatorial explosion problem because the routers have multiple line cards 
and the reverse bit marking must be performed for the all line card combinations. These issues 
require further study. 

Nevertheless, this method has a few advantages over PPM. PPM can’t resolve the source very well 
under distributed attack. But DBM-based traceback is not affected by the distributed attack. PPM 
also requires large number of packets to reconstruct the attack path, but DBM-based traceback can 
decide the source for each individual packet. However, DBM has a disadvantage over PPM because 
PPM requires no additional topology information since the incoming packets contain the router 
information.  

It is known that probabilistic packet marking (PPM) is vulnerable to the GOSSIB attack [38] that 
injects false route information in the marking field. DBM is not affected by that because DBM 
initializes the marking field at the ingress routers. 
In comparison with hash-based traceback [34], DBM offers simpler solution because no packet 
storing is needed in each router. Hash-based traceback requires similar topology information as in 
DBM and it requires successive queries among the participating routers. However hash-based 
traceback has an advantage over DBM that it can resolve to a unique source where as DBM resolves 
to multiple candidates. 
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IX. Discussions 

A. Defense Capability against Different Attacks 

DBM can block most flooding-type attacks, including SYN flooding, ICMP flooding or reflector 
attack. No matter how evenly the attack is distributed, the number of attack sources is typically 
smaller than the number of legitimate clients. The SYN flooding or ICMP flooding can be filtered 
similarly as general bandwidth consumption attack with DBM. 
Attacks are also launched in variety of patterns. The attack may burst for a certain period of time and 
stop, or the attack may be originated from different points over time. DBM is quick in responding for 
such a changing attack. As soon as the attack pattern changes, DBM can detect and block the surge 
of the attack traffic on new PSes. In comparison, such changing attacks are difficult to block with 
other methods because they need to monitor the traffic pattern for prolonged time. By the time they 
respond, the attack traffic may be gone or the pattern may be changed. For example, in PPM if the 
attack pattern changes before not enough packets are collected, it can’t reliably resolve the attack 
path. 

B. Attack within an AS or a subnet 

Our scheme requires only AS-level routers to perform DBM operation. So it will be difficult to block 
the traffic within an AS. However an AS that wants a complete protection may install DBM function 
in its internal routers. 

C. ID field Modification 

A critical drawback of DBM and PPM is that they require modification of the ID field in the IP 
header. Although the idea of using the ID field is gradually being accepted, the receiving host may 
interpret packets with same ID as fragmented packets. To prevent that, a DBM-enabled egress router 
may replace the PS values with incremented values for fragmented packets so that they can be 
reassembled at the receiving host. Of course this scheme won’t work if the packets arrive out of 
order, but it can significantly reduce the chance of losing fragmented packets. 

D. Related Work 

A benefit similar to PS can be obtained by assigning a unique bit pattern only at the ingress routers 
without marking the bits at the intermediate routers. [6][7] However without updating the checksum 
field at the intermediate routers, it is difficult to verify whether a packet is properly marked. By 
performing bit marking at intermediate routers, the marking field remains reasonably free from 
attackers’ manipulation. Yaar et. al [42] implements a similar scheme using the concept of Path 
Identifier (PI). A summary of DBM-like schemes are summarized in [3]. 

X. Conclusions 
Denial-of-Service is a serious threat in Internet. The Deterministic Bit Marking (DBM) scheme 

presented in this paper offers a simple and comprehensive protection against the attack under a 
widely distributed attack. DBM changes one or more bits in the packet header at each router along 
the path of a packet creating a virtually unique path signature (PS) for each source network. Using 
the PS’s in place of source IP addresses, it is possible to detect and drop the attack packets with high 
accuracy. DBM can handle variety of DDoS attack types, such as UDP flooding and SYN attack, 
changing attack patterns, and massively distributed attacks. 

DBM can be easily implemented in routers and gradually deployed. It can defend DBM-enabled 
networks from the attacks from non-DBM networks. Upgrading the border routers at AS can achieve 
excellent path signature diversity. This is advantageous because upgrading all the routers in Internet 
is impractical. With some extra information, DBM can be also used for source traceback.  
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   Our simulation results show that the attack traffic may be isolated within less than 5 subnets in 
current Internet topology. The simulation results also show that over 99% of the DDoS attack traffic 
can be dropped. 
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