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Abstract

The characteristics of mobile ad hoc networks (MANETSs) deter that the authentication
approaches to protect routing and data packet transmission in MASHBU& be lightweight and
scalable. In this paper, we propose a lightweight authemticatiotocol, which utilizes one-way
hash chain to provide effective and efficient authenticatioodormunications between neighboring
nodes in MANETS. Delayed key disclosure scheme is used to prfeesnin-the-middle attack on
key release. The security properties of the protocol are zethip the paper. We also demonstrate
simulation results and performance analysis on trust managemessage authentication and the
delayed key disclosure approach. The analysis shows thptdteeol incurs low overhead penalty
and achieves a low dropped packet rate on key disclosure waithe of fair size.

Keyword: MANET, security, authentication, one-way hash function.

|. Introduction

Authentication mechanisms are used to ensure that the entity who egigpssnt a message to
another party is indeed the legitimate entity. Genelrgg requirements for authentication include
protection against replay attacks, resistance against rrthe-middle attacks and provision of
confidentiality. There are two basic kinds of cryptography thmte been widely used for the
traditional Internet: symmetric cryptography andasymmetric cryptography (such as digital
signature).

Different from the fixed networks, the communication links in n®latd hoc networks are open
shared medium, which makes the communications between neighborirgy mode vulnerable to
attacks such as packet forging and malicious alteration. Iri@gdmobile ad hoc networks are
characterized by absence of fixed infrastructure, rapid aggothange and constrained resources
(such as limited battery power, small computational capacitd bandwidth). These characteristics
determine that the authentication protocols used for routing ancpdekat delivery in mobile ad
hoc networks (MANETS) should be lightweight and scalable. Asyneneryptography does not
adapt well to MANETS in that the processing required for asymunetyptography is very CPU
(Central Process Unit) intensive and the technique has beesdpimbe prohibitively insufficient in
wireless ad hoc networks in terms of message overhead and atiorpwomplexity. Symmetric
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cryptography algorithms are fast. Nevertheless, it introduceplegity in key maintenance and
exerts difficulty in authentication for multicast or broadcasticnications.

Moreover, radio channels in wireless networks are more erronaods lossy than the

communication links in the Internet. With multiple receiversrétmuld be a high variance among
the bandwidth and radio interference of different receivelity, lgh packet loss for the receivers
with low bandwidth and high radio interference. In consideration ofptfoislem, the authentication

mechanism is expected to be effective even in the pres®rhigh packet loss.

In this paper, we propose a lightweight authentication protocol hwhitizesone-way hash chaito
provide effective and efficient authentication for neighboring moamcations in MANETs. Our
protocol is lightweight, scalable and tolerant of packet loss.

The rest of this paper is organized as follows: SectionvBgga brief description on main related
work; Section Il describes our authentication protocol in detitecurity analysis will be given in
Section IV; we will evaluate the performance of the protoc8ention V; and Section VI concludes
the paper.

Il. Related Work

The idea of TESLA key is proposed in [1]. TESLA uses one-way hastaed  generate keys, and
delays disclosure of keys to guarantee that a node recbevgmtket before another node can forge
the packet with already released keys. But the security ammdif TESLA requires clock
synchronization, which is very difficult to achieve in molaitthoc networks, if not impossible.

The design of our protocol is motivated by LHAP (a Lightweight Hofvy Authentication
Protocol for Ad Hoc Networks) [2]. LHAP is a lightweight hop-tgp authentication specially
designed for ad hoc networks. It uses two keys: TRAFFIC keyT&8LA key. TRAFFIC key is
used to authenticate packets; and TESLA key is used tevactiust maintenance by authenticating
KEYUPDATE message. KEYUPDATE message is sent peritigita guarantee that the current
released key is valid so that a malicious node will not be @blese an obsolete key to forge a
packet. LHAP is not only a comprehensive authentication approadhplbyughly describing key
management and traffic authentication, but also proved to be cdropatly efficient. However, it
requires two keys, which hence not only adds more complexitytireatication, but also needs to
periodically send key maintenance packages that themselvésabe authenticated with TESLA
keys. In addition, LHAP does not eliminate the disadvantagelalyed authentication in TESLA
because the authenticity of the packets and the TRAFFICatepat be verified until TESLA key is
authenticated.

[11. The Authentication Protocol

Our authentication protocol utilizeme-way hash chaipsvhich is more efficient and less expensive
than asymmetric cryptographic operations. One-way hash chainwisledy-used cryptographic
primitive that uses ane-way hash functioto generate a sequence of random values that serve as
authentication keys. It has been used in authentication schenvaisdiesss ad hoc networks [3] and
sensor networks [4].
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Figure 1 demonstrates the one-way hash chain constructidratidgih and revelation. To generate a
key chain of lengtin+1, the first element of the chaigis randomly picked and then the chain is

generated by repeatedly applying a one-way function (denotedimg$-igure 1). A one-way hash
function maps an input of any length to a fixed-length bit string, hwhis defined

asH:{0,1}" - {01, wheregis the length of the output of the hash function — the newly gederate

key. The functiorH should be simple to compute nonetheless must be computationallsitigaa
general to invert. In utilization and revelation of these keyes,use the reverse direction of key
generation: we start from, the last generated, and then ..., h,. Any key of the one-way key

chain commits to all previous kéysand h_is a commitment to the entire one-way chain. Any key
h, can be verified from (0<i < j <n) to be indeed an element in the chain by repeatedly applying H
for j-itimes, that is,hj =H!"(n,). Therefore, given an existing authenticated element of a ope-wa
hash chain, it is possible to verify elements later in ¢élggisnce of use within the chain.

Generate ke

H(hg H(h, H(hn H(h,
ho # hl% 9 hn-2 % hn—lg hn

Use/ Reveal keys

Figure 1: Oneway hash chain example

The chain of keys can be created all at once off-line béf@renobile node joins the network and
then stored for later use.

We use the following notations to describe our authentication pratottuk paper (see Table 1).

TABLE 1.
NOTATION OF THE PROTOCOL
Symbol Description
A, B Identities of mobile nodes
Certy Certificate of node A’s public key signed by CA’s
private key
Sigmn(M) Digital signature of message M, signed with node
A’s private key
MAC(M, K) MAC over message M with ke¥
hA The i" key in node A’s one-way hash chain
1
H, Node A’s hash function
HX Applying A’s hash function fok times
M1|M2 The concatenation of message M1 and M2
pA The i" packet of node A's.

In this section, we will discuss the assumptions on which ouogobis established, which is
followed by a detailed description on the basic scheme of our aikgttért protocol, including trust
management and message authentication; and at last veelavidiss the problem of key disclosure.

! In the sequel, when we refer to the directioneyf generation as the direction of the chain. Fangle, the subsequent key gfigih, and so on.
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A. Assumptions

To prevent a malicious entity from forging packets with MACst te computed using
already released key, a packet sent by a node has to beedebgian immediate neighboring
node before a third party is able to replay the packet to it, suthesreceiver has dropped the
packet. This necessary condition for authentication using one hasih&ieyis assured in our
approach by using delayed key disclosure. The scheme of key drecladl be discussed later
in this section.

We assume that each node can communicate with a trusteatatrtuthority (CA) before it
enters the ad hoc network, and it can obtain a public key catifsigned by the CA as well as
an authentic public key of the CA. The public key of the CA willused to verify key
certificates distributed by other nodes. However, a node may nablbeto contact the CA
after it joins the network because it is difficult for antaat network to provide a central
administration point since all the nodes in an ad hoc network areenbtoreover, a central
entity is very likely to become the most vulnerable pointhim metwork, which is subject to
various malicious attacks.

We also assume that the mobile nodes that we are protectimglaieely underpowered so
that asymmetric key operations such as digital signaturesoareexpensive for them to
compute for each packet. In our scheme, digital signature is ordyiruseist bootstrapping so
that the nodes can verify the genuineness of the first evday. Once the initial key is
confirmed to be authentic, the subsequent keys can be verifiadpbying the one-way hash
function.

On the contrary, the adversaries are powerful with the followapabilities: (1) an adversary
can be capable of various attacks: eavesdrop, delay, dropy replalter packets; (2) an
adversary’s computation resources can be very large but yig¢dinThis means that an
adversary may be able to conduct fast computations, such astoaryACs with negligible
delay. The adversary, nevertheless, cannot invert a haslofuaectd hence cannot obtain a
hash key before the key owner reveals it.

B. Trust Management
1) Trust bootstrapping

To use one-way hash key chain for authentication, a node nedutritaute an authentic key
such ash,, which is the first revealed key from its generated rch@his key commits to the
whole key chain and therefore the genuineness of the subsequentakey® verified by

applying hash function to this key, such as: given ahkayis a genuine key from the chain if
h, =H""(h,), or a counterfeit one otherwise.

Our scheme requires that a node contact the certificate autfoooibtain public key of the CA
as well as the certificate of the node’s own public key befgamns an ad hoc network. The
node can also pre-compute the whole one-way hash key chain off-te@ute computational
latency. Then the node signs the message with its privatariceiproadcasts a JOIN message
to its neighbors. We suppose that a node, say Wodis sending JOIN message to its
neighbors. The JOIN message will be in the following format:
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A - [ Cert, { Ah2|H .}, Sign, (A h? H )

where CertA denotes the certificate of node A’s public key tlaat been signed by CA’s
private key;A denotes the identity of node A; arsign,(Ah*,H,) denotes the digital signature

of messagg Aln[H,} -

Upon receiving this JOIN message, every receiving nodeufiiess CA’s public key to verify
the certificate of A’'s public key. Once the genuineness of nodephblic key is confirmed,
the key can be used to verify the digital signature on A’s mgesstthe digital signature is
validated to be authentic, the receiving node will record Aisai key h*as well as its hash

functionH ,.

To bootstrap an authentic hash key to node A, each of its neighbprso@eB) unicasts the
following ACK message to node A:

B — A:Cert,, {B/h3|H}, Sign,(B,h2,H;)

where h? denotes B's most recently released key. Node A will perftvensame verifications
on B’'s ACK message as what node B did with A’'s JOIN messag

2) Trust maintenance

The trust relationship between a node and its neighbors is maitavith a periodical
broadcast of KEYUPDATE message. In the KEYUPDATE messagey that has been used
to compute MACs will be released, and the neighboring nodes wiily ¥iee new released key
with corresponding hash function. The maintenance process isheéesioelow:

Each node periodically broadcasts a KEYUPDATE message teigkbors, which discloses
its most recently used key:
A~ AR

The keyh/will be authenticated by its neighbors based on the previouslyseelday’, : if it
can be provedd ,(h?) =h?,, the keyn! is considered valid; otherwise, the key is invalid and

j+1?

the receiving node may optionally issue an intrusion alert to atiges.
3) Trust termination

In our authentication scheme, the trust relationship between twesnody be terminated
under two circumstances. First, when a node is detected to be croisgu, the detecting

nodes will permanently terminate their trust relationship with compromised node. In this
case, a further step such as excluding the node from the netigitkbe taken. Second, when
a node does not receive the KEYUPDATE message from a neighteopésiod that exceeds a
predefined threshold, it will terminate its trust of theghéior temporarily. This can happen
when the neighboring node moves out of the node’s transmission, rangshen the

neighboring node is not transmitting any data packets for a fairly imeg(tve assume that in
case a node does not have any packets to send, it will noteré&agperiodically in order to

save its keys). If the two nodes want to restart theirnconications, they can run the trust
bootstrapping process again to reestablish their trust relatiofi$tepvalue of the threshold is
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dependent on the size of the cache for authentication at theTriedeache is used to store the
authentication information of other nodes’, such as hash functionppsty released key, and
non-verified messages. A node with a larger cache can sme commitment information
and therefore a trust relationship may be kept for longer time.

C. Message Authentication

When a node wants to send a message, it computes the MAC onseggemand then unicast
to the receiving node (say node B), or multicast (or broadcaspatiet (denoted &%) to the
receivers in the following format:

A = B(*) :M, MAC(M,h*)

where h*is the currently used key of node A’s. Note that the kt&lyas not been disclosed at
this point. The originator of the packet (node A in this case) laier disclosen” in

KEYUPDATE message. The key enables the receiver to vbefy\VAC of the message. If the
verification is successful, the message is then autlaeticand trusted. Once the key is
disclosed, it becomes obsolete and can not be used to geviA@seany more.

D. Key Disclosure
1) Security condition and threat model on authentication

This authentication protocol can be compromised if an adversary obtadesA’s secret key
h”before a receiver receives the data packet that is gpedtewith this key, because the

adversary would be able to change the message and then use thadepmpute the MAC
of P*, or even to forge all subsequent traffic. To prevent fromtyiis of attacks, the receiver
needs to be assured that it receives the data packet thefaerresponding key is disclosed by
the sender. The followingecurity conditiordescribes this requirement:

“A data packeP arrived safely, if the receiver receives the packemthe sender did not yet
send out the corresponding key disclosure packet.”

It is known that radio channels in MANETs are more prone to dmeor those in the Internet
in that wireless communication links use open shared medium.ridreeeus communication
caused by signal conflicts may result in deteriorationsaokets or even packet drops.

Figure 2 exemplifies an attack that takes advantageEdfUPDATE packet drop to send
maliciously modified or forged packets. Suppose node A is sendingssageMs to its
neighbors with MAC (denoted by MAC(MK) in Figure 2), which was generated with ke€y
Then A discloses kel to its neighbors B, C, D and M. Suppose node B does not immediately
receive the messagdés and the KEYUPDATE message due to signal conflict at itsirudla
Node M, which is a malicious entity, then takes advantage efdhance to modify the
message td1s and sends the tampered packet to node B with a MAC thpgnisrated using

the disclosed kel (denoted by MAC(Ms’K) in Figure 2). Node B would believe that it is a
legitimate packet from A when it later receives the meg8&YUPDATE message from A (or a
replayed KEYUPDATE message from node M).
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Figure 2: An example of in-the-middle attack on key disclosure
2) Delayed key disclosure

To prevent from the “in-the-middle” attacks described aboveecaiver should have the
knowledge of when to expect a KEYUPDATE message. TESLA usageattkey disclosure
to solve the problem. It also uséme synchronizatiorto guarantee that the receiver can
unambiguously verify if the security condition holds on each pacicetteen decide to keep or
drop the packet. However, clock synchronization relies on two gsguns: first, the nodes to
be synchronized have the ability to periodically exchange messaggssecond, the nodes
have the ability to estimate the time it takes for a agesso travel between them. In mobile ad
hoc networks, the high mobility of nodes lead to frequent reconfigaraf topology and
frequent change of communication capacity between two nodes. Tleeredtock
synchronization is very difficult (if not impossible) to achiemea MANET in that there is no
central control and packet delays may vary due to unpredictablelitynodond radio
interference.

Our authentication protocol uses delayed key disclosure without eetgnt for clock
synchronization. In the protocol, a currently used key is broaditestlze key has been used
to generate or verify MACs for #me interval This time interval, namelylelay of key
disclosurein this context, is determined by the sender and announced in ¢hpat&kiets that
are protected with the key. Before a key is disclosed, theefsaakth MACs that are computed
with the key cannot be authenticated. Packets can be staradhie at the receiving node until
the key has been received and the authentication is completed.

We define thedelay of key disclosuredenoted byd, as the time difference between key
disclosure and the time when sendéarts to send messages that use the key to compute
MACs. Specifically, if a sender starts to send the fiestket that is authenticated via MACs
with keyK at timet,, then keyK will be disclosed at time=t, +d . Suppose there ane packets

on which MACs are computed with ké§; denoted byp*, p¥,..., P‘respectively in sequence
of being sent, and the times when they will be sent'asg, ..., t< respectively. We denote the

time interval between sending of the packet and the key disclasureand the interval for
packeti asr;. The timeline is shown in Figure 3.
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Figure 3: An example of thetimelinefor delayed key disclosure

In the example demonstrated in Figure 3, we have:

n =t" _th (=d);

r, =t -tf;

r, =t -tk.
In our protocol, a sender announces the remainingtimets data packetsThe receiver can
estimate when to expect the arrival of the KEYUPDATE magssaccording to the remaining
time. Suppose the receiver receives the paeket<i<m)at timert. The remaining time

indicated in the packet is. In case that the data packet and the KEYUPDATE message a
delivered at the same transmission rate, the KEYUPDATdSsage should arrive at the
receiving end at time< =rt* +r,. If the data packet and the KEYUPDATE message are

delivered at different transmission rate (supposedly the diiferesd), then the KEYUPDATE
message should be expected at the receiving ead ai < +r, + 5. d can be estimated at each

node according to its observation on the traffic .

This scheme eliminates the need for clock synchronization, whicdesin TESLA. Although

it still needs to estimate the difference between trarssomisrates of a data packet and its
KEYUPDATE message, it is easier than clock synchronizatiaalse it does not need to
estimate the absolute value of transmission delay. Insieazhly needs to estimate the
variance of the transmission delays on data packets andottesmonding KEYUPDATE
message, which is much easier.

In our protocaol, it is possible that a key ($8yis disclosed after the packets using the next key
hi.; have been sent. Therefore, the receiver needs to know whiéh ksgd for which packets.
To solve this problem, we include the index of the key in datkgts, so that the receiver will
be able to know which key should be used to authenticate the me$$mgefore, a data
packet from node A destined to all its neighbors (broadcast) or toBiddeicast) is in the
following format:

A-*(B: M MAQ M), r, index

2 Note that the time when a packet will be sent catnbe exactly known at the time of packet genematidowever, it can still be
accurately predicted according to the cache stitaach node.
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whereindexdenotes the index of the key that will be used to authenticatedbgsage. And the
KEYUPDATE message will be:

A- A K, inde

The index of the key is not protected in the message. Intbasdt is tampered such as
maliciously increased or decreased, it can still be veribgdrepeatedly applying hash
functions to the key until the result matches the previoustgeived key and meanwhile
counting how many times the function has been applied. For example,néwly arrived key

is K and the previously received keyksandk ‘= H"(K), thenindex K) = index K)+ n

Using this method, our protocol is tolerant of packet loss bechaskel verification is not
based on the immediate previous key.

In our scheme, the delay of key disclosure can vary for diffé&eyg. It is not a predetermined

and unchanging value since establishment of the trust relatiomashiphat TESLA has used.

The advantage of varying delays of key disclosure is thallotvs a sender to choose key
disclosure period according to the pattern of the traffic tnitted by the sender: when the
traffic is heavier, the delay should be smaller; and viceaverhis can prevent the cache from
being “flooded”. An example of this varied delays schendemonstrated in Figure 4.

KEYUPDDATE KEYUPDDATE KEYUPDDATE

2 Q) A «) AN K

»
»

iz
< 4> PRI 9

v

Figure 4: Varied delays of key disclosure

3) Comparison with TESLA key disclosure scheme
The differences between our key disclosure and that of TEEBeA

» We broadcast KEYUPDATE message to release keys, whitt AEeleases keys in data
packets. Because different data packets may be targetefeegrdi groups of receivers,
TESLA is not able to guarantee that the key would be disclusad the receivers that
have received the data packets protected by the key.

» Our protocol eliminates the need for clock synchronization. Céycichronization has
been proved to be prohibitively difficult and therefore we argueitiséiould be used in
authentication mechanisms.

* In our protocol, the delay of key disclosure is not a fixed vainee configuration of the
network, as TESLA has used. It is up to the sender to deciddethg values based on
the traffic status of the network. It allows more flexiilthan TESLA and avoids the
problem of authentication cache overflow.
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V. Security Analysis

In this section, we will analyze the security propertieowf protocol and compare with digital
signatures and the protocol of LHAP, which is also a lightwedghhentication protocol designed
specifically for ad hoc networks.

1) Trust management

Our protocol uses digital signature in both initial trust estabksttmand subsequent trust
reestablishment. Compared to the scheme that uses asyenongptography in only initial trust
bootstrapping, our protocol can guarantee the genuineness of the kegormaits to all the
subsequent keys, and an “in-the-middle” attacker would not beai®@play an already released key
and forge packets with the obsolete key afterward.

2) Message authentication

Up to date, MD5 [5] and SHA-1[17] are two of the most widelyduseyptographic hash functions.
MD5 has been recently shown to be vulnerable to collision seaedk&{7]. This type of attacks
and other currently known weaknesses of MD5 can be thwarted mgs¢hef MD5 within HMAC
[8]. MD5-HMAC is proved to be more secure than MD5 in protecthe authenticity of traffic.

Our message authentication can effectively thwart thekatiafcforging or maliciously alteration of
packets.

3) Key disclosure

The delayed key disclosure can prevent from in-the-middlekaittawhich an adversary may use an
obsolete key to forge or alter packets. However, the perfoenandependent on the value of the
delay.

Non-repudiation is also achievable in case of using larigs dalues.

V. Simulation and Performance Analysis

In this section, we will evaluate our trust management anssage authentication as well as the
delayed key disclosure approach.

A. Simulation Setup

We use Network Simulator, ns2 [10], for our simulations. The roytiogpcol we used in our
simulation is AODV. The Medium Access Control (MAC) protocolEEE 802.11 and the
Transportation layer protocol is User Datagram Protocol (URRich are both available as a
part of the simulator. The size of data packets is 51X lltetraffic sources are Constant-Bit-
Rate (CBR). We assume all the nodes have the same tirdtiamission range of 250 meters.
In our simulation, all traffic is generated and the statistilata are collected after a warm-up
time of 100 seconds in order to allow the network to finishalliathtion process.

Scenario 1 The first scenario we used is demonstrated in Figure 5e&nertotally nine nodes
in the scenario. Eight of them (denoted as N1, N2, ... , N8 ifighes) serve as transmission
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nodes, who transmit packets to one single receiving node (denotédiaghe figure). Node
N9 is the sink of all the traffic. The nodes are positiontdieamesh that is demonstrated in the
figure. Static network topology used in this scenario allowsousasily observe the network
performance (such as hop-by-hop delay, etc) according to variedethaeads.

N4 (100, 20C
N3 (0, 200 ( 0 N5 (200, 20C
' | ,”I
1 1 |
1 ! 1
1 1 |
! N ! , 1
I | , h
: \\ 1 // I
: \\Yl/ i
1 N2
N2 (0,100 ®------ Rl £V I -9 N6 (200, 10C
' #" | (109, 100 i
| R A S
i . i !
1 ! 1
1 1 |
1 1 1
1 1 |
S S »
N1 (C, 0) N8 (100, 0 N7 (200, 0

Figure5: Network topology of 9-node scenario

Scenario 2 In our second scenario, 50 mobile nodes are randomly distribugeed500x300
rectangular space. The node mobility model is random waypoint meklieh is commonly
used in simulations for mobile ad hoc networks. The maximum rueslss 20 m/s.

B. Performance Evaluation on Trust Management and Message Authentication

The performance metrics employed to analyze our systemcarsputational overhead
authentication latengymessage overhead

1) Computational overhead

As any authentication mechanisms, our protocol introduces compatatierhead by two
operations: message authentication and trust management.

In our protocol, symmetric cryptography is used for messadestitation. It is known that
symmetric cryptographic operations are three to four orders of tuodgnifaster than
asymmetric operations, especially on CPU limited devices.

We used asymmetric cryptography in trust bootstrapping, thatiesn a node is establishing
or reestablishing trust relationship with its neighboring nodes. fiag introduce more
overhead than LHAP because LHAP employs digital signature only wimentrust is
bootstrapped for the first time. However, we have argued ubsig digital signature is
necessary even in re-bootstrapping since the key release nerahle to replay attack,
especially when the receiving node has moved out of transmissiga far a time interval
hence is likely to be unaware of the currently released Ikayill not introduce significant
overhead on receivers because signature verification is nagtdr than signature generation

[9]

Moreover, our protocol only maintains one authentication key, which cossomeh less
resource such as CPU and memory than LHAP, which maintains tygo-k&RAFFIC key
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and TESLA key. We only use digital signature for trust bootstraping trust maintenance is
still based on one-way hash function, which is so efficieait s usually considered negligible.

2) Authentication latency

The latency of authenticating a packet is introduced by tws:@dAC verification latency
and key disclosure delay.

MAC verification is accomplished by computing one hash. The lateEmayis verification is
less than one millisecond even for very constrained computatiapabiity such as handheld
PDAs [9]. Therefore, the authentication latency is mainlemeined on the key disclosure
delay.

The delay of key disclosure is a value that is determined bsetiger of packets based on the
traffic pattern. A very small delay may cause difficultysatisfying the security condition and
consequently increase the risk to key replay attack; wdniggeldelay may result in an increase
on authentication latency. Tradeoff should be made between parfoemand security
properties. A quantity analysis on the delay of key disclosureluded later in this section.

3) Message overhead

Message overhead is introduced by trust management meésagjesas trust bootstrapping,
KEYUPDATE and trust relationship termination messagesMA@s of packets.

Suppose that the authentication is performed using MD5 Messagstlgorithm. Then the
MAC attached to each packet is a hashed digest that ibifLRB8yg. If the data packet size is
512 bytes, the overhead introduced by MACs is approximately 3%, vaweny small.

The overhead introduced by trust management varies with the figgathootstrapping and

KEYUPDATE messages. It is obvious that high node mobility valult in more frequent

trust bootstrapping and therefore introduce more overhead. In additioge sending more
traffic will lead to more frequent broadcast of KEYUPDATEs®&ges, which also introduces
more overhead.

35 /
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525 //"
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‘/
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g
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2 4 6 8 10

Packet rate (pkt/sec)

Figure 6: Averageresent rate of KEYUPDATE messages
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Figure 6 demonstrates the simulation results of the KEYUPDAiESsages that have been
resent. Data packet rates that are used in our simulatignfrean 2 pkt/sec (packets per
second) to 10 pkt/sec. The KEYUPDATE messages are sent wittathe rate of the data
packets. This implies that we use a new key for each dak&tpachich is the worst case for
key update scheme in term of message overhead.

We can tell from Figure 6 that the resent rate of KEYUPBAJackets increases with the
increase of the data packet rate. We assume that thdiodgion of a node is128-bit long and
the index of authentication key is 128-bit long too. In case thatale packet rate is 10
pkt/sec, when the resent rate is the highest in thesarseg, the message overhead introduced
by KEYUPDATE messages is only 9.7%. If we use the lesguignt KEYUPDATE messages
(such as one per 3 seconds), the message overhead is negligible.

C. Performance Analysis on Delayed Key Disclosure

To analyze our delayed key disclosure scheme, we first takeaaumement on average hop-
by-hop delay. ldp-by-hop delayof data packets is an important metric in determining the
value of the delay that should be used in key disclosure schertigtithe key disclosure
delay should be large enough to guarantee arrival of the data paefete the key but
meanwhile be as small as possible to achieve low authéoidatency. We use hop-by-hop
delay instead of end-to-end delay because our authentication prasoa®signed for
neighboring communications and the transmissions the protocol is anpdtéct are only
one-hop transmissions.

Then we will use different key disclosure delay values to et@althe performance, in metrics
such apercentage of packets arriving safelyddropped packet rate

1) Average hop-by-hop delay

We measured average hop-by-hop delay on both Physical Lagkaitel Network Layer. The

delay on the Physical level is mostly the transmission timeepacket takes in the air. We
tested it in the scenario where there are two nodes, one df traicsmits packets to the other.
The distance between the two nodes is 150 meters. The avetagesde 00467269 second
with a standard deviation of less than 1% $@cond.

The average hop-by-hop delay at the network layer is testedtinthe scenarios of 9 nodes
and 50 nodes we described earlier in this section. The hop-by-hopgdetdgulated asnd-to-
end delay(a packet takes from the source to the destination) dilagiede number of links a
packet has traversed during delivery from the source tondésn (the number of hops), i.e.

end-to-enddelay
numberof hops

hop-by - hopdelay=

We measured the delay at the Network Layer because thdidagsure delay value (denoted
asr in previous sections) will be determined and stamped on dakatpaabove the Medium

Access Control Layer level. Above Medium Access Control Laglata packet delay may
result not only from the transmission in the air but also frombidekoff due to channel

contention at Medium Access Control layer and fromgireue delay
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Figure 7: Average Hop-by-hop Delay

The results for Scenario 1 (9 nodes) are shown in Figure 7(a)d@Viations are too small
(less than 0.00002 second for all the cases) to be shownfigure

We tested average hop-by-hop delay in Scenario 2 with varied pmesewhich is changed
from 60 seconds to 480 seconds in an interval of 60 seconds (see F{glreThe hop-by-
hop delay for each packet rate is the average value frommates with different pause time.
The vertical line at each point representssfamdard deviatiomf the value.

We can see from Figure 7 that average hop-by-hop delay increitiselse increase of the data
packet rate. The reason for this increasing delay is thedased packet rates result in larger
channel load and therefore more channel contention for packets, eatiathnel contention
causes more backoff time for data packets. Table 2 and Tahle g average channel lodds
according to the packet rates in Scenario 1 and 2 resplgctiv

TABLE 2 TABLE 3
AVERAGE CHANNEL LOADS (SCENARIO1: 9 NODEY AVERAGE CHANNEL LOADS (SCENARIO2: 50NODES

Packet Channel load Channel load Packet Channel load Channel load
Percentage (%) rate Percentage (%)

(pkt/sec) (bps) (pkt/sec) (bps)
2 173974 8.70 2 57096 2.85
4 374926 18.75 4 107592 5.38
6 53425 26.71 6 12581¢ 6.2¢
8 73305 36.6¢ 8 15647" 7.82
10 907016 45.35 10 182633 9.13

With the same data packet rate, the average channel ilmeétsenario 2 are less than the
corresponding channel loads in Scenario 1. However, the delagsvare larger than those in
the scenario of 9 nodes. This is caused by the following reasons:

First, channel loads do not always accurately reflect theeoboh status at a channel, because
a node’s neighboring communications may also affect its capabiflitgceiving packets and

3 Please note that here “channel” refers to the medhat a nodes shares with all its neighbors, whidifferent from “link”, which refers to the
point-to-point medium that two neighboring nodes fes transmission.
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the packets in these communications are not accounted as nitseth@ad. In Scenario 2,
although the channel loads are lighter, the contention is momsiwein that most of the
nodes have more neighbors than node N9 in the first scenario. Aawsementioned earlier,
more intensive contentions result in more backoffs and herger lmansmission delays.

Second, node mobility may also introduce delays since it can causeiting when the
network topology changes. These routing packets will compete with pdateets for the
bandwidth of channels and therefore cause more backoffs on deéspac

From the above simulations, we can concludehbpatby-hop delay increases with increase of
traffic load in the neighborhoodrherefore, a sender should use larger key disclosure delay i
case of heavier traffic load.

2) Percentage of packets arriving safely

According to the average hop-by-hop delay demonstrated in Figure Testexl our key
disclosure scheme with varied disclosure delay values. Thremiages of data packets that
arrive safely according to different data packet ratessapwn in Figure 8. We observe that
more than 97.6% of the data packets have arrived safely Wwadmy disclosure delay is set to
3 seconds; more than 94.8% of the data packets have arrividifsefe key disclosure delay
is set to 2 seconds, in all the cases of different dateepaates.
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Figure 8: Percentage of packetsarriving safely

3) Dropped packet rate

We also test the dropped packet rates with different cazes. Ve use very small cache sizes
(16 packets and 32 packets) to observe the performance. Thiiskysure scheme should
have less dropped packet rates in real networks since zagee sizes (such as 128 packets)
are often used.

The results for the two cache sizes are shown in Figure h@aligure 9 (b) respectively.
From the simulation, we have noticed that with increase af piatket rates, the drop rate at
the cache increases too. We can also observe that, if¢che size is as small as 16 packets,
there will be about 39% data packets dropped at the cache at 10 pakeexond of data
packet rate if the key disclosure delay is set to 2 secamasske of 3 seconds key disclosure
delay, the drop rate will increase to 60% or so. With théeamize of 32 packets, drop rate
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decreases to 0 in case of 2 seconds or lower key disclosureirdelase that the data packet
rate is 10 packets per second. If the key disclosure @elayseconds, the drop rate is about
19%. However, if we use a cache with size of 64 packeisiribp rate will drop to 0 no matter
what the data packet rate is (in a 2 pkt/s to 10 pkt/s yange

If we use a cache of length 64-byte, the dropped packet rateevileven with 10 pkt/sec data
packet rate.
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(a) Dropped packet rate (cache size: 16 packets) b) D¢opped packet rate (cache size: 32 packets)

Figure9: Average dropped packet rate

V1. Conclusion

Most ad hoc networks do not employ any network access control, letheng vulnerable to
resource consumption attacks. In ad hoc networks, users nessute she party who supposedly
sent a message to another party is indeed the legitimate @anerwise, a malicious node could
tamper a network with falsified data. These attacksresult in degraded performance of networks,
interference of resource reservation, and unauthorized ussmifrces. To deal with these attacks,
an authentication protocol needs to be in place to ensure thaket g sent by an authentic and
legitimate node.

In this paper, we have proposed a lightweight authentication prdtatotffectively and efficiently
provides security properties such as authenticity and integrityofdomunicating neighbor nodes in
MANETSs. The protocol utilize®ne-way hash chain® compute authentication keys, which not
only eliminates the high performance overhead imposesypynmetricryptography (such as digital
signatures), but also avoids the difficulty of key managemermidated by secret paireymmetric
key. Our protocol also usedelayed key disclosureo prevent a malicious entity from forging
packets with Message Authentication Codes (MACs) with mrady released key.

The authentication protocol is lightweight, scalable and toleramaoket loss. The performance
analysis showed that the protocol incurs low overhead penalty sm@aiieves a tradeoff between
security and performance. The delayed key disclosure approach luawveaan extremely low
dropped packet rate if the data packets are cached insizfaluffer before being authenticated.
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