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Abstract 
 
The cyclic permutation flow shop is one flow shop that repetitively produces product mix under 
permutation schedules. We propose that the cyclic permutation flow shop given the general job 
sequence can be modeled as a time event graph, based on which the mixed-integer programming 
method is applied to find the optimal schedule with maximum throughput. Two cases of cyclic 
permutation flow shops with different buffer capacity (i.e., with buffer and without intermediate 
buffer) are discussed respectively.  
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I. Introduction 
 
In a flow shop, all jobs have the same route through serial machines while the processing sequence 
of the jobs on each machine may be different. Permutation flow shops are a special class of flow 
shops where the processing sequence of the jobs on each machine is identical. Garey et al. prove that 
the problem of scheduling for the permutation flow shop with more than 2 machines and makespan 
minimization as the objective is NP-complete [1]. Extensive literature has been focused on 
developing heuristic procedures to find sub-optimal solutions and Framinan et al. give a good review 
and classification of heuristics for this problem [2]. In manufacturing environment, cyclic scheduling 
policy is widely adopted to repetitively produce the so-called minimal part set (MPS), or product 
mix, where the MPS is defined as the smallest set of part of different types in proportion to a certain 
production requirement. The manufacturing system produces one MPS each cycle and the 
throughput is represented as the inverse of the cycle time. Much effort has been devoted to the study 
of cyclic manufacturing systems [3,4]. 
 
In this paper we deal with the problem of scheduling for cyclic permutation flow shops. The cyclic 
permutation flow shop given the general job sequence can be modeled as a timed event graph, based 
on which the mixed-integer programming (MIP) method is applied to find the optimal schedule with 
maximum throughput. Two cases of cyclic permutation flow shops with different buffer capacity 
(i.e., with buffer and without intermediate buffer) are discussed respectively. The paper is organized 
as follows: In section 2, we present the problem formulation and a brief introduction to Petri nets and 
timed event graphs. In section 3, two timed event graph models and related MIP methods are 
proposed. An example is presented to illustrate in section 4 and section 5 concludes the paper. 
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II. Problem Formulation 
 
In a cyclic permutation flow shop (CPFS), one batch of MPS consists of n jobs, denoted by 
J1,J2,…,Jn. All jobs are loaded by each own pallet or AGV and route in a fixed job sequence through 
m serial machines, denoted by M1, M2,…, Mm. After being processed on all the machines, the job is 
unloaded from the pallet and the pallet returns immediately to pick up the job in the next batch. 
Under the assumption that the processing sequence of all jobs on each machine is identical, the 

number of possible permutation schedules or job sequences equals to n!. Let 
^ ^ ^

1 2 ... nJ J J  denote the 
general job sequence and the matrix ∆ with entries defined as: 

,

1 if job  is in the position  in the general job sequence
0 otherwisei k

k i
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For a possible permutation schedule, constraints (1) and (2) should hold. 
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To simplify the analysis, the following assumptions are made: 

(H1) The machine setup time and jobs transportation time are neglected. 
(H2) The processing time of Jk on machine Mj, denoted by wk,j, is deterministic and let W 

denote the processing time matrix of jobs on machines with entries wk,j. The processing 

time of 
^

iJ  on machine Mj, denoted by vi,j, can be further represented as: 

, , ,
1

n

i j i k k j
k

v wδ
=

=∑                                                               (3) 

And rewritten as: 
V=∆W                                                                      (4) 

where V denote the general processing time matrix of jobs on machines with entries vi,j. 
Timed event graphs are a subclass of Petri nets [5] and defined as a 4-tuple TEG=(P,T,F,K0) where:  

P={p1,p2,...,p|P|} is a finite set of places and each place has exactly one input transition and 
exactly one output transition; 
T={t1,t2,...,t|T|} is a finite set of timed transitions; 

( ) ( )F P T T P⊆ × ×U is a set of directed arcs; 
K0: P→{0,1,2,...} is the initial marking; 
P T =∅I and P T ≠ ∅U . 

 
If places and transitions are viewed as nodes and directed arcs as directed edges, a Petri net is 
essentially a bipartite digraph. The transition starts firing and consumes one token in each of the 
upstream places after being enabled; after holding the tokens for certain time (release time) the 
transition ends firing and generates one token in each of the downstream places. In [6], 
Ramamoorthy et al. have proved that an event graph is live if and only if each circuit contains at 
least one token in the initial marking; the total number of tokens in each circuit is constant in all the 
reachable markings; if a live event graph is strongly connected, the event graph is bounded; in a live 
and bounded event graph, all the transitions have the same cycle time and the event graph is periodic 
and cycle time λ is given as: 
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( )max
( )γ

µ γλ
κ γ

=                                                                       (5) 

where γ denotes any circuit in the event graph; µ(γ) denotes the sum of release time of all the 
transitions in circuit ; κ(γ) denotes the number of tokens circuit contains in the initial marking. Karp 
algorithm [7], Howard algorithm [8], linear programming method [9-11] and etc. are available for 
evaluating λ. 
 
In the next section, we establish two different timed event graph models based on which MIP 
methods are applied to find the optimal schedule for the CPFS with throughput maximization. 

III. Timed Event Graph Models of the CPFS 
 

A. The CPFS with Buffer 
 

The CPFS with buffer under the general job sequence 
^ ^ ^

1 2 ... nJ J J  is modeled as the timed event 

graph TEG1 shown in Fig.1. In TEG1, place Mj(
^

iJ ) contains one available machine Mj(one 

pallet of 
^

iJ ) in the initial marking. It is easy to verify that each circuit is initially marked and 
TEG1 is strongly connected, which indicates that all the transitions have the same cycle time. 

Let ti,j denote the operation of 
^

iJ  on Mj whose release time is vi,j and λ denote the cycle time. 
The following optimization model can be formulated to evaluate λ. Model 1: 
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Fig.1 TEG1 model of the CPFS with buffer 
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Where si,j≥0 and denotes the time that transition ti,j starts firing in one cycle. The inequality 
constraints in Model 1 show that the inequality 

0( )
p p p

s s K p vλ− + ≥  holds for each place p with its 

input transition p  and output transition p . Replaced with (3) and combined with the equality 
constraints (1) and (2), Model 1 can be further rewritten as a MIP model in the standard form: 
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where δi,k is a binary decision variable and the optimal solution δ*
i,k is the optimal schedule for 

the CPFS with throughput maximization. 
 

B. The CPFS without Intermediate Buffer  
 

Due to the limitations of space or cost, there are cases that no intermediate buffer exists 
between consecutive machines. Blocking occurs when a processed job has to remain on the 
machine until the next machine is available. Similarly, the CPFS without intermediate buffer 

under the general job sequence 
^ ^ ^

1 2 ... nJ J J  can be modeled as a timed event graph TEG2 in Fig.2. 
Transition ti,j in TEG1 is further decomposed into two transitions tI

i,j and tO
i,j in TEG2, where tI

i,j 

denotes job 
^

iJ  starts processing on Mj and tO
i,j denotes job 

^

iJ  leaves Mj. The release time of 
transition tI

i,j is vi,j while that of transition tO
i,j is 0. TEG2 is live, strongly connected and the 

corresponding optimization model to evaluate the cycle time is given as Model 2: 
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Fig.2 TEG2 model of the CPFS without intermediate buffer 
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Rewrite Model 2 in the standard form: 
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IV. Case Study 
 
The example is selected from [12] while we further restrict that the job is not permitted to skip the 
machine even if there is no operation on the machine. The manufacturing system consists of three 
machines, M1, M2, M3 in series, and one MPS consists of three jobs. The processing time of jobs on 
machines is given in Table 1. 

Table 1. The processing time of 3 jobs on 3 machines 

 M1 M2 M3 
J1 0 3 4 
J2 1 2 3 
J3 5 3 0 

 
The system cycle time under different conditions (buffer capacity or permutation schedule) is all 
listed in Table 2. 

Table 2. The system cycle time under different conditions 

Job sequences CPFS with buffer CPFS without 
buffer 

J1J2J3 9.5 11 
J1J3J2 8.5 10 
J2J1J3 8.5 10 
J2J3J1 9.5 11 
J3J1J2 9.5 11 
J3J2J1 8.5 10 
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The optimal solution obtained by solving Model1 (Model2) is J1J3J2 (J2J1J3) which is in accordance 
with the result in Table 2. 

V. Conclusions 
 
In this paper, we study the problem of scheduling for cyclic permutation flow shop. The CPFS under 
different buffer capacities are modeled as live and strongly connected time event graphs, based on 
which mixed-integer programs (6) and (7) are applied to find the optimal permutation schedule 
under which the system functions at the maximum throughput. 
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