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Abstract 
 
Using B-spline wavelet as membership function, a fuzzy wavelet network (FWN) is proposed for 
approximating nonlinear function in this paper. The approximation capability is proved. Simulation 
examples are given for static system and dynamic system respectively. Compared with the other 
methods, the presented FWN not only reserves the multi-resolution capability of WNN, but also has 
the advantages of the approximation accuracy and good generalization performance.  
Keyword: Fuzzy neural network, wavelet network, system identification 

I. Introduction 
 
During the past few years, the nonlinear system modeling has been extensively studied. Neural 
network and fuzzy system are universal approximates and have been shown to be parsimonious. The 
back-propagation algorithm implements a nonlinear gradient optimization procedure; it can be 
trapped at a local minimum and converges slowly. Wavelet transform reveals properties of the 
function in localized regions of the joint time-frequency space and of multi-resolution analysis. 

Since the first proposal by Zhang and Benveniste [1] in 1992, wavelet neural network (WNN) 
has been widely developed in theory research. WNN can avoid local minimum. Multi-layer 
perception (MLP) and the radial basis function (RBF) are the most often used neural network. The 
idea of using wavelets in MLP and RBF neural networks design was proposed in [1] and [2]. In [4], 
Yang et al introduced multi-resolution wavelet network. From the viewpoint of frequency domain, 
the three wavelet networks have different characteristic: MLP wavelet neural network (MLP-WNN) 
lose low frequency information and RBF wavelet neural network (RBF-WNN) lose high frequency 
information. The multi-resolution wavelet network includes most extensive information. 

Recently, combination with fuzzy technique and wavelet transformation was proposed in some 
papers[5][7][8][12][13][14].The method proposed by [14] and [7] gave the idea multi-resolution fuzzy 
model, but they had no deeply researcher and had not better experimental for the model. Another 
fuzzy wavelet network (FWN) was proposed in [5] which combined WNN into the consequents of 
the rules in TS fuzzy model. As a result, the model accuracy and the generalizing capability can be 
improved. But the model structure became more complicate. 

In this paper, taking the advantages of the property of locality of the scaling function, we discuss 
another new FWN with simpler structure that could overcome the disadvantage of ANN in low 
convergence rate and the shortage of the wavelet neural in needing too many training data. It also 
provides an efficient way to determine the wavelet coefficient. 

This paper is organized as follows. Section 2 discusses wavelet multi-resolution theory. The 
self-constructing fuzzy neural network based wavelet basis function is described in Section 3. An 
approximation property of FWN is proven in Section 4. The simulation example is provided to 
verify the performance of the FWN in Section 5. Finally, a brief conclusion is drawn in Section 6. 
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II. Wavelet Theory with Multi-resolution Analysis 
 

Then exists a function )()( 2 RLx ∈ϕ  which is called scaling function. Defining the following 
functions: 

),()2(2)( 2/
, Zkjnxx jj
kj ∈−= −− ϕϕ                                                (1) 

basis { }Zkxkj ∈)(,ϕ  is standard and orthonormal. j and k is dilation and translation of the scaling 

function, respectively. jV  with standard orthonormal basis is called the scaling subspace of )(2 RL , i. 
e., a nested chain of closed subspace. 
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where jV  is the subspace spanned by { } +∞=
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It is easy to show the properties of MRA. 
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There existed a function 0)( Wx ∈ψ  such that { }Zkkx ∈− ),(ψ  is made to be the standard 
orthonormal basis of 0W . Traditionally )(xψ  is called wavelet function. Function )()( 2 RLxf ∈  can 
be decomposed in the following two methods: 
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When ∞→J ,(8) can be expressed as. 
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For any 0>ε , there existed a Zk ∈ , such that 

εφ <−∑
k

kJkJ xcxf )()( ,,                                                            (11) 

which is big enough a linear combination of the scale function can be used to approximate a )(2 RL  
function. (9), (11) and (12) are just foundation that the WNN works. 

III. The Structure of the FWN 
 
In Takagi-Sugeno model, a set of fuzzy rules can be described by 

Ri: if  x1 is  A1 , and …, and xp is Ap , then y is bi 
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Where Ai is the fuzzy set characterized by the Gaussian type or triangular type membership function. 
xi is ith input. y is output variable, p is the number of input variables. Instead, if wavelet function 
with symmetry, positive and singular value, i.e., spline wavelet is selected as Ai, membership 
function with fine resolution can capture the local behavior of the function accuracy. So, it leads to 
different fuzzy sub-model with variable dilation and translation factor. In this paper, we construct 
FWN using B-spline wavelet. Assuming when dilation factor is j, corresponding fuzzy sub-system is 
expressed by i. kth fuzzy rule can be denoted 

)(k
iR : if 1x  is 1, k

ii tj
A ,and …,and px  is kp

ii tj
A

,
,then y is k

ib  

where 1, k
ii tj

A corresponding to B-spline wavelet with j scale factor and lk

it  translation factor of input 

xi  is expressed as lk
ii tj ,

µ ,l=1,…,p; k
ib  is the output of local model for rule 
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The whole the output of FWN system is  
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where 10 ≤≤
∧

iµ , 1
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k
iµ ；Number of fuzzy subsystem is c. Number of fuzzy rule is N1,...,Nc in 

every subsystem, respectively. According to fuzzy rule and (13) and (14), FWN system can be 
described as Fig.1 by a multilayer forward network. 

We change c rule into a rule which member function is dilation function )(xiϕ and (c-1) rule 
which member function )(xiψ is wavelet function in (13). (13) can be described as follows: 
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Then (9) similar to (15). When k change from ∞−  to ∞ , 
∧

y  is entirely identical with approximate 
function y. (15) resemble with multi-resolution wavelet proposed by Yang[4] which is called 
MRFWN (multi-resolution fuzzy wavelet network).  
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If first item is omitted in (15),it resemble with MLP wavelet proposed by Zhang[1] which 
structure resemble to MLP and be called MLP-FWN (multilayer perceptron fuzzy wavelet network). 

In finite input space and using finite neural cell, 
∧

y  can approximate nonlinear function y with 
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where Rg ∈0 . (.)iψ  is three order spline wavelet. 
If second item is omitted in (15),it resemble with RBF wavelet proposed by Zhang[2] which 

structure resemble to RBF and be called RBF-FWN(Radial basis function fuzzy wavelet network). 
Then the approximated function of FWN is 
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According to multi resolution analysis of wavelet theory, when the dilation factor is finite, 
MLP-FWN will lose low frequency signal and RBF-FWN will lose high frequency signal. From the 
view of frequency domain, MRFWN include most extensive frequency signal. MRFWN can be 
decomposed into two parts that are low frequency part corresponding to Vj space with slow signal 
and high frequency part corresponding to JWWW ⊕⊕ L21  space with accurately signal. The 
existing space of MRNN is 11 WWWV JJJ ⊕⊕⊕⊕ − L . So, MRNN can approximate nonlinear 
function from coarse to fine with multi-resolution character. 

In conclusion, in the case of finite neural cell and multi-resolution, above wavelet network 
correspond to different frequency domain. When selecting network structure, we should consider 
frequency character of signal. 

. FWN Model Based on BⅣ -Spline Wavelet 
 

Conclusion:Based on B-spline wavelet, MRNN-WNN, RBF-WNN and MLP-WNN are identical in 
the structure. 
Proof: The j order B-spline dilation function )(xiϕ  and wavelet function )(xiψ is [7] 
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If using the dilation function and wavelet of three order B-spline wavelet, substituting (20) and 
(21) into (15), we can obtain: 
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Letting 1kn2k =+ , 2ki2k =+ , 1jj1 += , above can be simplified as followed: 
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First part is composed by wavelet space JWWW ⊕⊕ L21  under small dilation factor to compensate 
to fast signal. Second part is composed by wavelet space VJ under big dilation factor to compensate 
to slow signal. The two parts is expressed as wavelet dilation function such that become a part: 
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(24) is identical with MLP-FWN in (18) and RBF-FWN in (19). So FWN based on B-spline wavelet 
can approximate any nonlinear function. 

Ⅴ. Simulation 
 
The performance index is defined as 
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where iJ  is the performance index at ith iteration. We take the measure in [1] and [5] 
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where 
∧

ly  is the estimated output and d
ly  is the desired output. For our FWN, initializing wavelets 

and fuzzy rules is done according to the method of [5]. Secondly, purifying the wavelets by 
orthogonal least-square algorithm[1]. After setting up the network initialization, we used the gradient 
method to adjust all translation factor, dilation factor and weight coefficients of the wavelet network 
simultaneously. Details of the gradient method can be found in many reports[9]. In this section, two 
examples are given to demonstrate the validity of the presented FWN. 

A. Nonlinear static system identification 
In order to compare with [1] and [5], we select the following function 
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In this example, we sampled 200 points distributed uniformly over [-10,10] as training data. The 
number of rules used in our FWN is 10. Fig.2 illustrates the simulation result. The performance of 
FWN is shown in the Table 1. Obviously, the performance of our FWN is superior to that of [1] and 
[5] with low unknown parameters and good accurate. 

B. Nonlinear dynamic system identification 
The nonlinear dynamic system to be identified is define as follows:  
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)())(()2(6.0)1(3.0)( kekufkykyky ++−+−=                      (28) 
Table1 Comparison FWN and WNN 

Method Number of unknown 
parameters used for training

Performance 
index 

Our FWN 20 0.022 
FWN [5] 28 0.021 
WNN [1] 22 0.05057 

 
Fig. 2 The comparison of outputs between original function and the final from FWN(dotted line) 

where uuukuf 4.03.0))(( 23 −+= ,e(k) is white noise signal, average is 0, variance is 0.2. In order 
to verify the predicting capability of model, input is selected as 
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We collected data on-line for 1000 time steps to form input-output sample pairs for constructing the 
FWN. The performance index is 0.08. Due to compact support of wavelet membership function, the 
study algorithm has local learning. During online dynamic identification, only finite scale variables 
and wavelet nodes are used. Fig. 3 shows that our FWN has good generalization capability and fast 
convergence. 

 
Fig. 3 The identification of dynamic system using FWN(dotted line) 

 Ⅵ. Conclusion 
 

In this paper, we construct a new FWN based B-spline wavelet for function approximation. The 
presented FWN integrates fuzzy concepts with the WNN such that the contribution degree of 
different sub-WNNs at different resolution levels can be controlled flexibly. Compared with other 
algorithms for selecting wavelets, the presented FWN not only reserves the multi-resolution 
capability of WNN, but also has the advantages of the approximation accuracy and good 
generalization performance. However, it need to deeply research for high dimension system 
identification. 
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