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Abstract 

An Image fusion method based on segmentation region is proposed in this pa-
per. First, the source images are decomposed by wavelet to get the approximate 
and detailed sub-images, and the segmentation by watershed method for these 
sub-images are used to get the regions of each level, these regions are used to 
guide fusion process. The activity level and match degree measure of the wave-
let coefficients of source images are carried out in these regions, and the maxi-
mum value rule and the weighted average rule are respectively used to combine 
the coefficients of detailed sub-images and approximate sub-image. At last, the 
combination coefficients are inversely transformed by wavelet to get the final 
fusion image. The experimental results show that the fusion effect is better. 
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1   Introduction 

With the fast development of the technique of sensor, micro-electronic and communi-
cations, the technique of information fusion has been paid more and more attention to 
by people. In the application field of image processing, image fusion has a wide fore-
ground. The aim of image fusion is to integrate complementary and redundant infor-
mation from multiple images to create a composite that contains a better description 
of the scene than any of the individual source images. 

The actual fusion process can take place at different levels of information represen-
tation[1]. A common categorization is to distinguish between pixel, feature and sym-
bol level. Image fusion at pixel-level means fusion at the lowest processing level 
referring to the merging of measured physical parameters. Fusion at feature-level 
requires first the extraction (e.g., by segmentation procedures) of the features can be 
identified by characteristics such as size, shape, contrast and texture. The fusion is 
thus based on those extracted features and enables the detection of useful features 
with higher confidence. Fusion at symbol level allows the information to be effec-
tively combined at the highest level of abstraction. The choice of the appropriate level 
depends on many different factors such as data sources, application and available 
tools. 
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Currently, it seems that most image fusion applications employ pixel-based meth-
ods[2], [3]. The advantage of pixel fusion is that the images used contain the original 
information. Furthermore, the algorithms are rather easy to implement and time effi-
cient. The existing fusion methods based on pixel-level are very sensitive to misregis-
tration, thus the accuracy of image registration is demanded in sub-pixel level. In 
some examples of image fusion, the fusion method based on the region feature has 
more meaning than the one based on pixel method. The robusticity of the method 
based on region feature is better than the one based on pixel, which avoids the prob-
lem existing in pixel fusion method, such as the sensitivity to noise and misregistra-
tion [4], [5], [6], [7]. The region-based approach have some advantages that the fusion 
process becomes more robust and avoids some of the well-known problems in pixel-
level fusion such as blurring effects and high sensitivity to noise and misregistration. 

Image fusion methods based on wavelet transform have been widely used in recent 
years. The method proposed in reference 5 uses wavelet method to fuse images, but it 
uses a slip window region with fixed scale to compute the area power to determine 
which one will be considered in the fused image, so it maybe brings the problem of 
the inconsistent coefficients selection to the same object. In this paper, a wavelet 
transform image fusion method based on segmentation regions is proposed, in which 
each region corresponds to one object in image, and all the fusion procedures are 
carried out in this regions, thus the abuse of inconsistent coefficients selection to the 
same object maybe occurred in fixed window region is avoided. It combines effec-
tively the pixel-level and the feature-level method to get a better fusion image. The 
experimental results show that the performance of our method is better than the one 
proposed in reference 5. 

2   The Fast Algorithm of 2-D Wavelet Transform 

There is a quick algorithm for the 2-D orthogonal wavelet transform ---- Malat algo-
rithm, which converts the calculation problem of wavelet transform into the one of the 
coefficient after wavelet transform. Suppose H={hn}, G={gn} are the low-pass and the 
high-pass filters respectively when the image is decomposed, then the process of 
calculating decomposition coefficients of the tensor product wavelet is, 
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Where cM (m, n) is the wavelet coefficients at the M level, also the original image data; 
cM+1 (m, n) is the image data at the M+1 level and the low frequency component data 
after the image data cM (m, n) at the M level are decomposed by wavelet, and is the 
general picture of cM (m, n). The contour of cM+1 (m, n) is similar to that of cM (m, n); 
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while D1

M+1 (m, n), D2
M+1 (m, n) and D3

M+1 (m, n) are the high-frequency detailed 
signals after cM (m, n) is decomposed by wavelet. 

3   The Principle of Image Fusion Based on Segmentation Region 

3.1  Fusion Method Based on Segmentation Region 

The region-based fusion method is shown as Fig.1, there are 7 modules in the whole 
fusion scheme: image segmentation, wavelet transformation, match measure, activity 
measure, decision of selecting coefficients, coefficients combination and inverse 
wavelet transformation. 
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Fig. 1. The scheme of fusion method based on segmentation region 

The main task of image segmentation is to obtain a set of segmentation regions R 
(R1, R2,…, Rk), Rk represents the segmentation regions at level k. This representation 
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will guide the other blocks of fusion process: activity measure, match measure and 
fusion operator are all carried out in them. 

In our fusion scheme, the segmentation is a preparatory step toward actual fusion. 
If the accuracy of segmentation is high, then it is very favorable for improving the 
fusion performance. In this module, a segmentation method based on watershed and 
wavelet is used. The concrete steps are as follows. 

After creating the pyramid image using a wavelet transform, the lowest-resolution 
image Ik  is segmented through the application of a watershed algorithm and a parti-
tion Rk from Ik is generated.  

Generally, watershed algorithms produce meaningful image segmentation. How-
ever, when an image is degraded by noise, it becomes over-segmented. So it may 
require further merging of some regions. Our decision on which regions to merge is 
determined through homogeneity and similarity criteria based on the wavelet coeffi-
cients. Each of the segmented regions will have mean, second-order and third-order 
central moment values of the wavelet coefficients calculated. All the features are 
computed on the lowest-resolution sub-image. For each region Ri

k of the segmented 
image Rk of the image segmentation phase, we calculate the mean (M), second-order 
( µ 2) and third-order ( µ 3). They are defined as, 
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Where, num(Ri

k) is the number of pixels of segmented region i. To merge the seg-
mented regions using similarity criteria (d), we can use the following equation: 
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Where, mvi is the similarity value of segmented region i and N is the number of seg-
mented regions. R(M), R( µ 2) and R( µ 3) are the mean, second-order and third-order 
moment values of the segmented region respectively. If the mv values of the adjacent 
regions satisfy a specified value, two adjacent regions will be merged. The specified 
values are found by the experiment. 

Once the merged image Mk is generated at the image partition Rk, it must be pro-
jected down in order to reconstruct the different-resolution image. To project the 
segmented image with label onto the next level image, with the multi-resolution prop-
erty to wavelet transformation, we can first obtain a coarse merged image with label 
on the low-resolution image. Then, the merged image with label can be progressively 
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refined level by level until full resolution is reached. The projection method used to 
generate Mk-1 is carried out in following steps: 

1. Inverse wavelet transform is applied to Mk, so a Mk-1 is obtained. The pro-
jected image Mk-1 produces new values because each region of image Mk has 
an average pixel value. 

2. Watershed line image Bk-1 from the image Ik-1 is generated by the watershed 
algorithm. 

3. The boundary and labels of the image Mk-1 are refined according to the image 
Bk-1. To refine the image Mk-1, we  
(a) determine the central position at each region of the image Bk-1. 
(b) select a label that is the great many included labels in the region of image 

Mk-1 including the determined central position in the above step. 
(c) assign the selected label to the region of image Bk-1. 

4. The result is the refined segment image at level (k-1) of the pyramid, identi-
fied as Mk-1. In this step, the image Mk-1 has many more regions than the num-
ber of regions of image Mk. However, the adjacent regions of Mk-1 are as-
signed the same label. Therefore, the number of regions of the segmented im-
ages Mk-1 and Mk is equal. 

3.2   Fusion Method 

Activity Level Measure.  The activity level of wavelet coefficients reflects the local 
energy in the space. In general, the points with larger activity level are selected. The 
activity of each coefficient is defined as, 
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Where, AI ( p) is the activity level (I = X, Y ), p = (m, n, k, l ) the wavelet coefficients 
of image, ( m, n ) the special position in a given frequency, k the decomposition level, 
l the frequency band of decomposition, ϖ  (s, t ) a weight, S and T are sets of horizon-
tal and vertical indexes that describe the current window (typically 3 × 3 or 5 × 5),     
| DI ( m + s, n + t, k, l ) | the absolute value of the corresponding coefficient in a small 
window. 

The activity level of each region R ∈  Rk is defined as, 
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Where,  = ( m, n ) ∈  R, R ∈  RN

r k, | R | is the area of region R, AI
(k) ( N

r
 | p ) the activ-

ity level of each coefficient in region R, AI
(k) ( R | p ) is the activity level of region R. 
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Match Degree measure.  The match degree is the similarity measure between the 
corresponding pixels in source images, it is usually expressed in terms of a local 
correlation measure, alternatively, the relative amplitude of the coefficients or some 
other criteria can be used. 

A match measure function MXY ( p ) between the corresponding pixels in source 
images is defined as, 
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Where, ϖ  (s, t ) is a weight, S and T are sets of horizontal and vertical indexes that 
describe the current window (typically 3× 3 or 5 × 5), AX and AY the activities calcu-
lated by equation (4), | DI ( m + s, n + t, k, l ) | the absolute value of the corresponding 
coefficient in a small window (I = X, Y ).  

The definition of match degree measure of region is, 
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Where, MXY

(k) (  | p ) is the match degree between the corresponding pixels in region 
R in source images, M

N
r

XY
(k) ( R | p ) the match degree between the corresponding re-

gions in source images. 

The Decision of Coefficients’ Selection and Combination.  The decision of 
selecting coefficients is the key of combing coefficients, a decision map can be 
constructed according to the activity measure, match measure and segmentation 
region obtained by calculating before, which image’s coefficients are selected to 
combine the coefficients are determined by this map. The equation of coefficient 
combination is as follows, 

( | ) ( | ) ( | )
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Where, DF
k (R | p) is the combination coefficient in region R, DX

k (R | p) and DY
k (R | p) 

respectively the coefficients of source images X and Y corresponding to R, ϖ X and 
ϖ Y weights, and ϖ X + ϖ Y =1. 

In fact, the calculation of constructing decision map is equivalent to the one of 
weights ϖ X and ϖ Y, in this paper, the calculation of weights are considered as two 
instances: maximum value rule and weighted average rule. 
Maximum value rule is, 
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Given a matching threshold α , then the weighted average rule is, 
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When MXY (p) < α , the calculation of weights are as equation (9), when MXY (p) > 
α , the weights are as follows, 
 

11 1 ( ),   1 ,     ( | ) ( | ) 
2 2 1  

11 1 ( ),   1 ,     ( | ) ( | )
2 2 1

k kXY
X Y X X

k kXY
X Y X X

M A R p A R p

M A R p A R p

ϖ ϖ ϖ
α

ϖ ϖ ϖ
α

−⎧ = − = − <⎪⎪ −
⎨ −⎪ = + = − >
⎪ −⎩

Y

Y

 (10) 

 
Because of their different physical meaning, the approximation image and detailed 

ones are usually treated by different methods. Detailed coefficients having large abso-
lute values correspond to sharp intensity changes and hence to salient features in the 
image, such as edges, lines and region boundaries. The nature of the approximation 
coefficients, however, is different from the detailed ones. The approximation image is 
a coarse representation of the original image and may have inherited some of the 
latter’s properties, such as the mean intensity or texture information. In this paper, the 
composite approximation coefficients of the highest decomposition level adopt the 
weighted average method and the composite detailed coefficients adopt the maximum 
value method. So the robusticity is improved. 

4   The Performance Estimation and Experimental Results 

The quality of fusion image is generally estimated by the root mean square error 
( RMSE ) between the fusion image and the ideal image, it is defined as, 
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Where, Gi ( m, n ) is the gray value of pixel point ( m, n ) in ideal image, GF ( m, n ) 
the gray value of the corresponding pixel point ( m, n ) in fusion image, M  N  the 
image magnitude. The smaller RMSE is, the better the fusion effect is. 

×

Some researchers pointed that the number of the optimal levels of wavelet decom-
position for multi-focus image is 3[8]. In our experiments, we use wavelet ‘bior 2.2’ 
to decompose the source images to three levels, and a set of segmentation regions are 
got using the method mentioned in section 3. The combination coefficients of ap-
proximate sub-image and detailed sub-images are respectively selected according to 
the two fusion rules, weighted average rule and maximum value rule. When the 
threshold α = 0.85, the fusion effect is better. 

To verify the performance of our algorithm, we use a set of source images 
(256× 256). The comparison with the method proposed in reference 5 is also done. 
Fig.2 (a) and (b) are the two source images which have different focuses, the aim of 
fusion is to solve the local blurry problem in image caused by the different focus point. 
Fig.2 (a) focus on the big plane, it is clear, however, the small one is blurring; Fig.2 (b) 
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focus on the small plane, the big one is blurring and the small one is clear. Fig.2 (c) is 
the segmentation regions used for guiding fusion (1 level), Fig.2 (d) the ideal image, 
Fig.2 (e) the fusion image got from the method proposed in reference 5, Fig.2 (f) the 
fusion image obtained by using our method, the big and small planes are all clear in 
this image, Fig.2 (g) the difference image between the fusion image got from method 
in reference 5 and the ideal image, and Fig.2 (h) the difference image between the 
fusion image got from our method and the ideal image. Seen from the fusion image 
and the difference image, the performance of our method is superior to the one in 
reference 5. 
 

       

(a)                           (b)                            (c)                        (d) 

       

(e)                           (f)                            (g)                        (h) 

Fig. 2. Source images and experimental results 

To verify the fusion algorithm proposed in this paper, we also use equation (11) to 
estimate the performance of fusion image. The standard deviation of the fusion image 
got from reference 5 is 13.4203 and the one of our fusion image is 8.9581. Known 
from the experimental results, the fusion effect of our method is better than the one of 
reference 5. 

5   Conclusions 

An image fusion algorithm based on segmentation region is proposed in this paper, it 
combine effectively the pixel-level and feature-level fusion method. Because it is 
guided by the segmented regions which represent different object, so the performance 
is better than the one which is not based on the object regions. First, the source im-
ages are decomposed by wavelet to get a set of segmentation regions of each level, 
and the activity measure, match measure and coefficients combination are carried out 
in these segmentation regions, in the end, the final fusion image is obtained by the 
inverse wavelet transformation of combination coefficients. Seen from the results, 
because our fusion method is carried out based on the segmentation regions and the 
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match degree between source images, activity level and regional features are consid-
ered at the same time, the salient information of source image are better reserved, so 
the fusion performance is better. 
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