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Abstract

The presence of speckle in Synthetic Aperture Radar (SAR) images makes the
segmentation of such images difficult A novel method for automatic segmenta-
tion of SAR images is proposed. Firstly, a wavelet packet based texture feature
set is derived. It consists of the energy of the feature subimages obtained by the
overcomplete wavelet packet decomposition of local areas in SAR image,
where the downsampling between wavelet levels is omitted. Then an improved
unsupervised clustering algorithm is proposed for image segmentation, which
can determine the number of classes automatically. Segmentation results on
real SAR image demonstrate the effectiveness of the proposed method.

Keywords: Image segmentation, overcomplete wavelet packet decomposition,
texture feature, clustering algorithm.

1 Introduction

Segmentation is a fundamental process in digital image processing which has found
extensive application in areas such as content-based image retrieval, medical image
processing, and remote sensing image processing. Its purpose is to extract labeled
regions or boundaries for targeted objects for subsequent processing such as surface
description and object recognition.

A segmentation procedure usually consists of two steps. The first step is to choose
a proper set of features which can identify the same-content regions and meanwhile
different-content regions; the second step is to apply a segmentation method to the
chosen features to achieve a segmentation map.

Texture is an essential key to the segmentation of SAR image. Texture originates
from the scale-dependent spatial variability, and is observed as the fluctuation of gray
levels in SAR images. It is well known, however, that another source of the fluctua-
tion, speckle, exists in SAR images. Speckle is caused by the interaction of reflected
waves from various independent scatters within a resolution cell. Here we consider
texture separately from speckle, as Ulaby et al. did in [1].
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The notion of scale gives an important hint to texture analysis. Recently, wavelet
transform and wavelet packet transform have received much attention as a promising
tool for texture analysis [2]-[6], because they have the ability to examine a signal at
different scales. The texture feature set derived from the overcomplete wavelet de-
composition where the downsampling between wavelet levels is omitted is superior to
that derived from the standard (critically downsampled) wavelet decomposition [2],
[3]. This is attributed to the property that the overcomplete wavelet decomposition
can provide translation invariant features. The work by Chang and Kuo [5], however,
indicates that texture features are most prevalent in intermediate frequency bands,
thus that the octave band decomposition is not optimal. The trend probably therefore
seems to be a concentration on the wavelet packet transform [4], [5], [6], which basi-
cally is the wavelet transform with subband decompositions not restricted to be dy-
adic. The discrete wavelet packet transform are critically sampled multi rate filter
banks. However, critically sampled filter banks typically imply inaccurate texture
edge localization [2]. Therefore, in this paper, overcomplete wavelet packet decom-
position is employed to extract local texture features from SAR.

Image segmentation can be divided into two catalogs: supervised and unsupervised
techniques. Supervised segmentation holds both advantages and drawbacks. One
advantage is that one knows in detail how the algorithm works. One of the major
drawbacks is that one needs to know beforehand how certain phenomena will appear
in the images and this information is not always available. Even though the human
interpreter often is superior in identifying strange details and phenomena in images,
there is still a need to automate this process. This leads to the concept of unsupervised
segmentation or classification of images. Clustering analysis is the main component
of unsupervised techniques. Unfortunately, most clustering algorithms, for example
the fuzzy C -means (FCM) method [8]-[10], suffer several difficulties: a) sensitive to
the initialization; b) inability to find a global minimum and; c) difficulty of deciding
how man clusters exist. In this paper, an improved unsupervised clustering algorithm
is proposed for image segmentation, which can determine the number of classes auto-
matically.

2 Wavelet Packet Based Feature Set

From the subband filtering (filter bank) point of view, the difference between the
wavelet packet transform and the conventional wavelet transform is that the former
also recursively decomposes the high-frequency components, thus constructing a
tree-structured multiband extension of the wavelet transform. A two-dimensional (2-
D) wavelet packet transform decomposes an image into four subimages. Fig.1(a)
shows the standard decomposition. H and L in Fig. 1 denotes a highpass and lowpass
filter respectively. 42 denotes the downsampling by a factor of two. The approxi-
mated image LL is obtained by lowpass filtering in both row and column directions.
The detail images, LH, HL, and HH, contain high frequency components. By decom-
posing the approximated image and the detail images of each level into four subi-
mages iteratively, a complete image quad-tree is acquired.
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Fig. 1. Wavelet packet decomposition of an image into four subimages, LL, LH, HL, and HH.
(a) Standard decomposition. (b) Overcomplete decomposition. H and L denote a highpass and
lowpass filter respectively. 42 denotes the downsampling by a factor of two. In the overcom-
plete decomposition, the downsampling is omitted.
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Fig. 2. The structure of the feature subimges

In the “standard” wavelet packet decomposition, the filtered outputs are downsam-
pled by a factor of two, and are a quarter of the size of the previous image. There is
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neither loss nor redundancy of information between the levels, since the dyadic de-
composition is an orthogonal representation of the image. The decomposition is
therefore useful for applications such as image coding. The downsampling has, how-
ever, a drawback that the decomposition is not translation invariant. The translation-
invariance property is indispensable for texture analysis. A solution of this problem is
the overcomplete wavelet packet decomposition without the downsampling [see Fig.
1(b)]. The filtered outputs are the same size as the previous images. The overcom-
plete wavelet packet decomposition provides robust texture features at the expense of
redundancy.

Feature extraction using overcomplete wavelet packet transform can extract all
bandpass information about texture, but accompanying with the default that with the
increasing of decomposition level, the number of subbands increasing exponentially,
e.g. for 4 level complete tree structured wavelet transform, there are 341 leave nodes.
This will generate high feature dimension, and cause great different in the following
classification. Therefore, from the point of decreasing feature dimension and main-
taining the stability of the feature dimension, we use a 2 level overcomplete wavelet
packet transform. At level 1, four subimages are chosen to be the feature subimages,
and at level 2, only the one with the maximum variance in each subchannel is chosen
to be the feature subimages among all of the subimages. Thus, the number of the
feature subimages is 8. Fig. 2 shows the structure of the eight feature subimages.

The energy (i.e., the averaged |2 -norm) of each feature subimages can be a favor-
able feature of texture because it indicates dominant spatial-frequency channels of the
original image. Our texture feature set is also made up of the energy of feature subi-
mages by the overcomplete wavelet packet decomposition. After an image of a square

local area is decomposed, the following averaged energy is calculated, and is as-
signed to the component of the feature vector of the central pixel in the area.

1 N N o
e=———>">[s(i j)] €
NxN =793
where S(i, j) denotes the wavelet coefficients of a feature subimage in the NxN
window centered at pixel (i, j).

3 Segmentation Based on Clustering

Due to the drawback of FCM algorithm, here we adopt a clustering algorithm [7] by
which the clusters are automatically generated and the data points are appropriately
classified. It is worth emphasizing that the adopted clustering method does not need
any prior assumption about the structure of the data. The clustering algorithm is de-
scribed as follows.

Let X :{xl, Xypeens xn} be a set of N vectors in a P -dimensional feature space,

where x; ={x (1), % (2),...,%(p)} isa vector, then
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1. Define n movable vectors V; (i=12,...,n) and let V; = X;, that is, X;is the
initial value of V.
2. Calculate the relational grades between the reference vector v, and the com-

parative vector V i by

2
v v ]

r, =exp| — i=12,...,n, j=12,...,n 2

20

where HVi —VjHrepresents the Euclidean distance between V;and V;; and o

the width of the Gaussian function.
3. Modify the relational grades between the reference vector V,and the compara-

tive vector v, by the following formula

{ 0, ifr, <&
r. =
1) rl

otherwise

®)
"

where ¢ is a small constant.
4. Calculate V', = {v",(1),v'(2),...,v';(p)} by the following equations

n
I
1 j=1 I .
Vi: n ’ |:1121”'1n (4)
Zizl rij
5. If all the vectors V'i are the same as V,, i=12,...,n, then go to Step 6; oth-
erwise let v, =Vv'.,1=1,2,...,n, and go to Step 2.
6. Based on the final results V;, i=12,...,n, we can determine that the number

of clusters is equal to the number of convergent vectors, the original data with
the same convergent vector are grouped into the same cluster, and the conver-
gent vector is the cluster center.

From the above clustering algorithm, we notice that a n%xn? relationship matrix
is computed in each iterative step. When the number of input vectors is not too many,
the memory and computing cost problem is not obvious. But when it is applied to
image segmentation which needs to classify every pixel, the large memory space
demanded always goes beyond the real physics memory which will cause the compu-

tation impossible. From Eq. (5), we can see that the computation of W; is only related
with the corresponding I; . Thus we can only compute the i-th row vector in the

n?xn? relationship matrix other than the whole matrix in each iterative step. That is,
only the i-th reference vector other than all reference vectors is computed from the
above step2 to step5. The improved clustering algorithm will reduce the memory
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space demanded and computation cost greatly. An example is given to substantiate
the effectiveness of the improved method. Fig.3 (a) shows a synthetic data set con-
taining three clusters of various shapes and sizes. Fig.3 (b), (c), (d) show the obtained
results by the original clustering method, the improved clustering method and the
FCM algorithm respectively, where the “ * ” signs indicate the location of the result-
ing cluster centers. From Fig.3, we can see that the data set is classified correctly by
both the original and the improved clustering method, but many data points are mis-
classified by the FCM method. Table 1 lists the running time of the original and the
improved clustering algorithms for the different image size, where “/ ” sign denotes
that the system runs out of memory which causes the computation impossible. So the
original clustering method can only segment the images with few sizes. Besides, as
the number of input vectors increases, the improved method takes less computing
time than the original one.
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Fig. 3. (a) Synthetic data set (b) Result obtained by the original clustering algorithm (c) Result
obtained by the improved clustering algorithm (d) Result obtained by the FCM algorithm

Table 1. Run-time comparison between the original and the improved clustering method
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Run-time (seconds)

Size of images

Unimproved algorithm improved algorithm
40x40 24.47 11.45
50x50 39.91 28.37
60x60 75.16 53.84
70x70 194.66 120.75
80x80 401.76 221.41
90x90 / 420.67

4 Experimental Results

We apply the proposed method to SAR image segmentation and compare the results
with other algorithms.

First, we use a 2 level overcomplete wavelet packet transform to obtain eight fea-
ture subimages as mentioned in Sec. 2, and compute the energy of each feature subi-
mages. Here we use Daubechies D3 for image decomposition.

Then, the improved clustering algorithm is applied to the chosen features to
achieve a segmentation map. Based on experience, the width (o) of the Gauss func-
tion in (2) is set to 0.2, and the constant & in (3) is set to 0.01. Fig.4 (a) shows the

original SAR image, and fig.4 (b) shows the segmentation result by the proposed
algorithm. Fig.4 (c) ~ (f) show the results by the FCM [8], [9, [10], the OSTU [11],
the split-and-merge method [12] and the MRF model [13] respectively. As Fig.4
illustrates, the result of the proposed method is better than that of the others.

In many clustering algorithms, the width (o) of the Gauss function affects the
segmentation results greatly. From the proposed clustering algorithm, we notice that
the specified value of o affects the relationship of data set, and affects the number of
clusters (as fig.5 illustrates). Besides, due to the difference of gray-level distribution
of different image, the same o may obtain different results. So the choosing of & is
very important, which need further research.

@ (b) (©
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Fig.4. (a) Original SAR image (b) segmented result by the proposed algorithm (c) segmented
result by the FCM method (d) segmented result by the OSTU method (e) segmented result by
the split-and-merge method (f) segmented result by the MRF model

@ (b)
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Fig.5. Affection of o to the segmentation result, here ¢ denotes number of classes. (a) c=0.2,
c=2 (b) 6=0.14, c=6 (c) =0.11, c=10 (d) 6=0.1, c=18.
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5 Conclusion

In this paper, a wavelet packet based texture feature set has been introduced. The
texture feature set is made up of the energy of feature subimages by the overcomplete
wavelet packet decomposition of a local area in an image, where the downsampling
between wavelet levels is omitted. The overcomplete wavelet packet decomposition
provides translation-invariant features at the expense of redundancy. In addition, the
proposed clustering algorithm can automatically determined the number of classes,
which is much better than the FCM method. Segmentation results on the real SAR
image demonstrate the effectiveness of the proposed method.
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