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Abstract 

This paper relates to the confidence measures for isolated word recognition sys-
tem. Two types of confidence are introduced: online garbage model based like-
lihood ratio and semi-syllable based posterior probability. Linear classification 
is adopted to combine the two confidence scores. Traditional evaluation of con-
fidence measure is adopted in the experiments. The experimental result shows, 
after the combining in the back-end processing, an acceptable performance is 
achieved for practical applications. 

Keyword: Speech recognition, confidence measure, likelihood ratio, posterior 
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1   Introduction 

In decades, great improvements have been achieved in speech recognition. The tech-
nology has been already applied to practical systems[1]. The auto speech recognition 
(ASR) system has an outstanding performance for in-vocabulary (IV) input in office 
environments. But in practical system, it is important to notify a user of a rejection of 
an out-of-vocabulary (OOV) input or an unreliable result. The research and applica-
tion of confident measure therefore is a critical aspect for practical speech recognition. 
Various methods have been proposed for computing confidence scores, include sim-
ple acoustic measures[2], N-best lists information[3] and combined measures[4].  

In our system, we present two kinds of confidence measures: online garbage model 
based likelihood ratio and semi-syllable based posterior probability. In the back-end 
of our system, we combine two confidence measures according to Fisher Rule. The 
experimental results show a better performance after combination.  

The paper is organized as follows: Section 2 describes two confidence measures in 
detail. The combination of confidence measures is introduced in section 3 and section 
4 briefly gives the traditional evaluations of confidence measures. Section 5 is the 
experimental results and the conclusions are drawn in section 6. 
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2   Confidence Measures 

In most of the current Speech Recognition System, the output result W  is obtained 
according to the following maximum a posterior (MAP) decoder (1): 

* arg max ( )
W

W P
∈Ω

= W X     (1) 

whereΩ  is the recognition set and is the observed vectors.  X
According to Bayesian Formula, we have: 

* ( ) (
arg max

( )W

P X W P W
W

P X∈Ω
=

)
    (2) 

While in a certain synchronous decoding,  is the same for all the lemmas of 
the recognition set and is always ignored. For the isolated word ASR system,  
is also always ignored. So the base line of an ASR decoder is always described as 
follows: 

( )P X
( )P W

* arg max ( )
W

W P
∈Ω

= X W     (3) 

From above we know, (P X W ) , which is always called likelihood, has no real 

means to evaluate accuracy of the best hypothesis. 

2.1 Online Garbage Model Based Likelihood Ratio 

In order to remedy the raw of the above decoding method, during the back-end proc-
essing, some other information is considered to generate likelihood ratio: 

0( | )
( | )F i l l e r

P X W
P X H

    (4) 

where  is the best hypothesis and  is called Filler model. 0W F illerH
In our system, hypotheses, N { }0 1 1, , , NW W W −L , are listed out. Except the best 

hypothesis , the excess hypotheses are called online garbages. The online gar-
bages can represent the Filler model. Statistically, if the input speech data is in vo-
cabulary, the likelihood of  is distinctly larger than the online garbages. So, the 
denominator likelihood can be rewritten as follows: 
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In the log domain, the normalized likelihood is as (6). 
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where  is the length of input speech in time domain. The likelihood ratio can de-
scribe how goodness of the match between input speech and the best hypothesis. And 
it is called online garbage model based confidence. The Online garbage model based 
likelihood ratio needs low additional computation and can 

xn

be simply realized. 

2.2   Semi-syllable Based Posterior Probability Confidence Scores [5] 

If we focus on the posterior probability, we can get another efficient confidence: 

0 0

0
0

( , ) ( | )
( | ) ( )

( )

PPC W X P W X
P X W P W

P X

=

=
   (7) 

Considering the semi-syllable alignments of the observed vectors and assuming  

can be separated into 
0W

M  Semi-syllables 1 2, , , Mh h hL , we can write the conditional 

probability  as: 0( | )P X W

0 1 2 1 2( ) ( , , , , , ,MP X W P X X X h h h= L L )M   (8) 

where  is the semi-syllable alignment of the observed vector sequence ih iX , while 

the observe vector X  is segmented during Viterbi match. Assuming the observed 
vector iX  is independent of each other. We have: 

m

i 1

( ) P( )iP X X
=

=∏     (9) 

If we choose a unigram language model, we can rewrite the conditional probability 
 and the language probability  as follows: 0( | )P X W 0(P W )
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So, we get 
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For each segmented observed vector iX , 
 

( ) ( | ) ( )i i j
j

P X P X h P h= j∑     (13) 

Consequently, (7) can be described as:  
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   (14) 

 
In our system, we choose monophone as the acoustic model and unigram as the 

language model. For Chinese mandarin, each word consists of consonant and vowel. 

Consequently,  is matched as consonant, ih { }jh  in the denominator involves all the 

consonants. Otherwise { }jh  involves all the vowels. 

3   Combinations of Two Confidence Scores 

Since the two kinds of confidence scores are of different information, even better 
performance will be achieved if combining them together. Neural network, SVM and 
Linear classification can be considered. For computational reasons, we use Fisher 
linear classification to combine the two confidence scores: 
 

0 0( , ) ( , ) ( ,LR PPCM W X C W X C W X0 )α β= +    (15) 
 

The coefficients α  and β  in (15) are determined according to Fisher Rule[6]. 
Sufficient data should be prepared to generate the training scores of the IV and OOV 
utterances. For  times IV input, we get 1N
 

[ ] 1, 1, 2, ,i LR PPx C C i N= = L    (16) 

 
In the same way, for  times OOV input, we get 2N

 
[ ] 2, 1, 2, ,i LR PPy C C i N= = L    (17) 

 
We can easily get the expectation of ix  and . iy
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Now we define within-class scatter matrix : WS

 
( )( ) ( )( )T T

W i IV i IV i OOV i OOV
i i

S x x y yµ µ µ µ= − − + − −∑ ∑  (20) 

 
According to Fisher Rule, we getα  and β : 

 
1[ ] ( )IV OOV WSα β µ µ −= −      (21) 

 
Then, appropriate threshold  is chosen, if  of (15) exceed the 

threshold, the output is acceptable. Otherwise, the result is not so believable, and 
system should reject it or notify the user input again. 

THCM 0( , )CM W X

4   Evaluation of Confidence Measures [7] 

Once the confidence score has been computed, it is compared to a threshold to deter-
mine accept or reject it. Since the input speech data might be IV or OOV, two differ-
ent types of errors can occur. The first is when an OOV input is accepted, which is 
called false acceptance error(FAR). The second is rejecting an IV input, which is 
called false rejection error (FRR). 
 

False rejected word amountFRR
Total tries

=    (22) 

 
False accepted word amountFAR

Total tries
=    (23) 

 
Obviously, there is a trade-off between the two types of errors depending on the 

threshold. The trade-off is used to form of Detection Error Tradeoff (DET) curves. 
Another traditional criterion is the equal-error-rate (EER). The EER can be com-

puted by adjusting the threshold so that FRR and FAR are equal. The lower EER 
means better robust of the system. 
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5   Experimental Results 

The training corpus is National 863 standard Mandarin Speech Corpus, which con-
tains large amount continuous voice database. It comprises 83 male records and 83 
female records. The reading material is people's daily from 1993 to 1994. The signal 
noise ratio (SNR) of the corpus is about 30dB. 

The evaluation corpus comprises names of people, places and stocks, and contains 
10 female records and 10 male records. For each person, 600 sentences (isolated-
words) are recorded, which involves IV and OOV speech. The corpus is recorded in 
office environment and 8K Hz sampled. 

In order to test the performance of the back-end for different size recognition set, 
the testing tasks contain a 50 words item and 300 words item. 

5.1   In-Vocabulary Recognition Accuracy of the Baseline 

In the baseline, we use 27 dimensions of feature vector, which contains 12-dimension 
Mel-Frequency Cepstral Coefficients (MFCC), 12-dimension ∆MFCC, the normal-
ized energy and its first and second difference. 

To get effective performance, we use a set of biphone models. It involves 358 
states and each state is fit with the mixture of 3 Gaussian components. 

The recognition accuracy is as shown in Table 1. A good accuracy is acquired for 
IV input for both 50 and 300 words task. 

Table 1. Recognition accuracy for IV input 

50 Words Task 300 Words Task 

99.00% 96.88% 

5.2   System Performance of the Confidence Measures and Their Combination 

In the back-end, we list 7 secondary hypotheses to work as online garbages. To sat-
isfy the non-dependence, we choose monophone as the acoustic model and unigram 
as the language model to generate semi-syllable based posterior probability confi-
dence scores. In our language model, we have 27 consonants and 38 vowels in all. 

The experimental results will show the performance of the two confidence scores 
and their combination for 50 words task and 300 words task separately. 

System Performance for the 50 Words Task 

We design the recognition set including 50 words that consists of 20 person names, 
20 place names and 10 stock names. There are 2000 input speech, including 1000 IV 
input and 1000 OOV input. 
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Fig. 1. DET curve of online garbage model based likelihood ratio and semi-syllable based 
posterior probability for 50 words task 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. DET curve of combination confidence for 50 words task 
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In figure 1, the DET of online garbage model based confidence and semi-syllable 
based posterior probability confidence for 50 words recognition task are given. From 
the figure, the EER of the two confidence scores are both of about 9%. 

If we combine the two confidence scores, an even better performance is achieved 
as figure 2 shows. The EER of combination confidence is under 5%. Such back-end 
processing can be used in some keyword verification system, command recognition 
system and some other systems of small size recognition task. 

System performance for the 300 Words Task 

The recognition set includes 300 words: 100 person names, 100 place names and 100 
stock names. There are 12000 input speech, including 6000 IV input and 6000 OOV 
input. 

The DET of online garbage model based confidence and semi-syllable based poste-
rior probability confidence for 300 words recognition task are shown in figure 3. The 
EER of the two confidence scores are of 15% and 12%. 

The combination performance is as figure 4 shows and the ERR is of 10%. The 
performance is acceptable for voice dialing system, stock and airline demanding sys-
tems and so on. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. DET curve of Online garbage model based likelihood ratio and semi-syllable based 
posterior probability for 300 words task 
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Fig. 4. DET curve of combination confidence for 300 words task 

6   Conclusion 

This paper studies the back-end of isolated words recognition system. Two types of 
confidence measures are introduced: online garbage model based likelihood ratio and 
semi-syllable based posterior probability. Experimental results show that the two 
confidence measures have an acceptable performance for different size tasks. If we 
combine the two confidence scores together, an even better improvement has been 
achieved. For 50 words task and 300 words task, the EER is of 5% and 10%. The 
back-end can be accepted in practical applications. 
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