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Abstract 

The paper studies the problem of constructing multicast trees to meet the quality of service require-
ments of real-time interactive applications operating in high-speed packet-switched environments. A 
new delay and delay variation constrained energy function is proposed and adopted to chaotic neural 
networks to solve QoS multicast routing problem. The emulation verifies that the energy function 
has an excellent optimization effect, can efficiently draw neural networks to an energy minimum 
which is corresponding to the optimal result of QoS multicast routing problem. 
keyword:multicast rooting   chaotic neural networks    energy function 

1 Introduction 
 
In the past, most of the applications were unicast in nature, i.e., they involved a pair of users and 
none of them had any quality of service (QoS) requirements. Thus simple routing algorithms, which 
were mainly concerned with connectivity, were developed based on the network topology. The situa-
tion is, however, different now with emerging real-time multimedia applications like digital audio 
and video. These applications express their QoS requirements in terms of bound on end-to-end delay, 
packet loss probability etc. Routing algorithm, while making a routing decision, should consider the 
QoS needs of an application in order to make an efficient use of network resources. In recent years, 
there has been an effort, at both the algorithm and protocol levels, to develop multicast mechanisms 
which meet the QoS needs of the emerging real-time multimedia applications and scale well to large 
network sizes. 

The main goal in developing multicast routing algorithm is to minimize the communication re-
sources used by the multicast session. This is achieved by minimizing the cost of the multicast tree, 
which is the sum of the costs of the edges in the multicast tree. The least cost tree is known as the 
minimum Steiner tree. The problem of finding the minimum Steiner tree is known to be NP-
complete. A number of heuristics are available to find a sub-optimum but “good” multicast tree in 
polynomial time. The simplest approach of finding a multicast tree is to find the shortest paths from 
the source to each destination separately and then merge the resulting paths to form a tree. We will 
refer to this heuristic as the shortest path heuristic. 

There are several other heuristics that try to reduce the cost of the tree by increasing the shared 
portion of the path. The best known heuristics were proposed by Kou et al. (KMB heuristic), Taka-
hashi and Matsuyama (TM heuristic), and Rayward–Smith (RS heuristic)  

In this paper, we intend to study the delay and delay variation constrained multicast routing prob-
lem, which is an equivalent of the Constrained Steiner Tree(CST) problem in the graph theory. This 
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paper proposed a new way to construct delay and delay variation constrained Steiner minimum tree 
based on chaotic neural networks. The emulation verified its feasibility and validity. 

2 Chaotic Neural Network 
 
Reference[2] proposed a new chaotic neural network model based on transient chaos and time-
variant gain(NNTCTG), as defined below. Compared to conventional neural networks only with 
point attractors, the proposed neural network has richer and more flexible dynamics which are ex-
pected to have higher ability of searching for globally optimal or near-optimal solutions. After going 
through an inverse-bifurcation process, the neural network gradually approaches to a conventional 
Hopfield neural network starting from a good initial state. 
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Where ix , iy and iI are output, internal state and input bias of neuron I, ijw  is connection weight 
from neuron j to neuron i, α=positive scaling parameter for input, k= damping factor of nerve mem-
brane( ( )10 ≤≤ k , )(tzi =self-feedback connection weight ( )0)( ≥tz i .β=damping factor of the time-
dependent )(tzi , ( )10 ≤≤ β . )(tiε =gain parameter of the output function ( )0)( ≥tiε , γ =damping 
factor of the time-dependent )(tiε ( )10 ≤≤ γ . 

NNTCTG actually has transiently chaotic dynamics which eventually converge to a stable equilib-
rium point through successive bifurcations like a route of reversed period-doubling bifurcations, 
with the temporal evolution of )(tzi and )(tiε by in (3). Actually, the damping of )(tzi and )(tiε  pro-
duces successive bifurcations so that the neurodynamics eventually converge from strange attractors 
to a stable equilibrium point, as shown in figure 1. 

 
Fig. 1. The evolution of single neuron of NNTCTG. Parameter setting: 
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3 Multicast Routing Algorithm Based on NNTCTG 

3.1 The Mathematical Model of the Problem 
The delay and delay variation constrained QoS multicast routing problem is to find the delay and 
delay variation constrained best route in a distributed network. A point-to-point communication net-
work is represented as a directed graph ),( EVG = , with node set V and edge set E. Each link 

),( vul = between a pair of nodes is an outgoing link from u that terminates at v. We denote the cost 
and delay associated with every link by Cl and Fl respectively. The link cost may be either monetary 
cost or some measure of the resource utilization at the link. The link delay may consist of queuing 
delay, transmission delay and propagation delay. 

Supposing there is a multicast demand in the network, with s as the source node and N destination 
nodes D ∈V - {s}. The multicast tree requires the biggest delay value Tmax to be as small as possible, 
namely the delay value from source node to each destination node to be around Tmax. Thus, for 

vu,, ≠⋅∈∀ andDvu ,the delay variation constraint. 

ξ≤−∑ ∑∈ ∈),( ),(vsPl usPl llT T
FF  

(4) 

can be transformed to the delay constraint 

∑∈ <<− ),( maxmax usPl lT
TFT ξ  (5) 

Actually, we can start from ∆∆= ,)0(( maxmax TT as the biggest delay value), to find the minimum 
Steiner tree with a delay value between [ ]maxmax ,TT ξ− , and then gradually reduce maxT by 
η ( )min( vu TT −=η , { }routeavailablervu ⋅∈, ,and Tu,Tv represent the delay value of the available 
routes) to the least delay value of the available routes. And select the multicast tree with the least 
cost as the final one. Thus, we can find the minimum multicast tree satisfying less delay constraint 
while at the same time the delay variation constraint. 

First, for every di∈D, compute M available routes with comparatively less cost to construct a 
MN × marshal Ω of available routes. M should not be too small, as to ensure that there at least would 

be one route satisfying the delay constraint in the M available routes for each destination node. We 
denote the cost and delay value associated with every route by Cij and Tij respectively. A MN × pla-
nar chaotic neural network is used to correspond to the routes in Ω, with the steady output of each 
neuron “0” or “1”. Vij, the output of the neuron in the ith row and the jth line, is 1 when the jth route 
is selected for the destination di, otherwise 0. COST represents the cost of the multicast tree. Optimi-
zation problem can be transformed into following constrained problem. 

Already known: the available marshal route Ω 
Compute: { }1,11,10,11-M0,,0100 ,,,,,V,, −−−−= MNNN VVVVVV LLL  
Target function: )(CostMin  

Restriction:  ∑ =
j

ijV 1 ;    { }1,0∈ijV ; 

                     ∑ <<−
j

ijij TVTT maxmax ξ  

3.2 Description of the Algorithm 
The steps of the algorithm is given according to the mathematical model and the network model of 
the problem discussed above: 
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First: find M routes with the least cost from source node s to each destination node di 
( { }Ni ,,2,1 L= ) with Dijkstra kth shortest route, and at least one route should satisfy the delay con-
straint. 

Second: construct a MN × planar chaotic neural network , from which N routes are selected. Only 
one route for each destination node is chosen and should satisfy the delay constraint. 

4 Energy Function 
 
The most important part of neuron network for solving QoS NP complete problem is the set of en-
ergy function. Energy function must satisfy two requirements: first, it must include the description of 
the excellent solution and the restrictions of the problem, and the excellent solution corresponding to 
the minimum value of the energy function; second, it must find the valid solution in acceptable cy-
cles, which involves the setting of the parameters of the energy function. 

4.1 The Original Energy Function 
NNTCTG energy function is constructed as follows according to the routing goal: 

(1) optimization of the multicast tree cost 
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kC represents the cost of the kth link. 1=ijkL when the kth link is on the jth path with di as the des-
tination node, otherwise 0. ⊕ is the “or” Boolean calculation. 
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Its purpose is to ensure that there shall be at most one “1” in every row. But when all outputs of 
the neurons are “0”, the E2 can also be minimum, so the following restriction formula is needed. 

(3) 
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We can know from the above formula that this is a delay bounded restriction, and its delay varia-
tion constraint is realized in such way: starting from maxT to find the Steiner tree with delay value 
between [ ]maxmax ,TT ξ− . Reducing the value of maxT gradually and at last compare the Steiner trees with 
different delay bounds to choose the Steiner tree with the least cost as the final multicast tree. 
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4.2 Improved Energy Function 
We made a rational improvement based on the forth energy function, which satisfied both the delay 
and delay variation constraint. 
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Where the main function of 41µ  is to punish severely the routes that do not satisfy the delay con-
straint, while the main function of 42µ is to punish lightly the routes that satisfy the delay constraint 
but not the delay variation constraint. Thus, the whole energy function E can be set in this way: 

4332211 EEEEE +++= µµµ  
(13) 

The parameters of 4E are included in the formula. 321 ,, µµµ are the punishment parameters of the 
energy function. 4241 µµ 、 are also punishment parameters but they are not included in the above for-
mula. The parameters are different according to the networks and different problem sizes. Their rela-
tive value is fixed on in accordance with their relative importance for the energy function. 

5 Analysis of Simulation Results and Conclusion 

5.1 Simulation of Networks 
For convenience, we choose the QoS multicast route topology in reference[1](figure 2) as simulation 
object, where node 1 with saturated colour is the source node, nodes 3,5,7 with light colour are the 
destination nodes. And the 12 links are numbered. 

The network parameters: 
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We apply the chaotic neuron network with the new energy function in the network of reference[1]. 
The multicast tree with three destination nodes is shown in figure 3, when the maximum delay 

0.5max =T ,and the maximum delay variation value ξ ＝1.0, with the total cost 6. The Steiner tree is 
shown in figure 5 for the topology network of figure 4, when the maximum delay 0.7max =T ,and the 
maximum delay variation value ξ ＝1.0, with a total cost 8. And the Steiner tree is shown in figure 7 
for the topology network of figure 6, with maximum delay 0.6max =T and the maximum delay varia-
tionξ =2.0, cost 8. 
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Fig. 2. The topology of network 

  

（3，2）              （1，2）                    

        （1，2）                                   

                                                    

                                 （1，1）           

                                                    

   

2

7
3

1

5

 
Fig. 3. The optimal multicast tree 
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Fig.4. The topology of network 
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Fig. 5 the optimal multicast tree 
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Fig.6.  The topology of network 
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Fig. 7. The optimal multicast tree 

5.2 Comparison of the Algorithm with the improved energy function and the Algorithm of 
Reference[1] 
We compared the chaotic neuron network with the improved energy function and that used in refer-
ence[1]. Changing the number of destination nodes, simulating 370 times for each optimization algo-
rithm, and get the average excellence rates and compare them by running 100 times for each algo-
rithm. We can see from figure 8 that the excellence rates do not change markedly with the increase 
of destination nodes, while the algorithm of this paper is better than that of reference[1] by 20%. 
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Fig.8.  The relationship between the number of destination nodes and the excellence rate 

We can see from the above test that the excellence rate is enhanced by more than 20% for the 
same topology of network and parameters. The main reason is the improvement of the delay and 
delay variation constraint in the energy function, which effectively eliminates both of the routes that 
do not satisfy the delay constraint in the rough search and the ones that do not satisfy the delay 
variation constraint in the careful search. 

For the searching time, we can get excellent results with comparatively small cost by just 300 it-
erations. It must be noted that the iteration time is not determined by the comparison of the energy 
function’s variation, for there is still some variations when the chaotic neuron network converges to 
the optimal solution. In QoS energy function model, the energy function is characterised by drastic 
attenuation. Certain chaos is added after many illegal solutions is eliminated for careful search in the 
legal solutions. Since the legal solutions are far less than the illegal solutions, the attenuation is still 
not calmed down when the optimal result is got. As shown in figure 9 and 10, the variation of the 
energy function is small against the total energy function of the whole neuron network and not suffi-
cient to get the network from one solution to another one. 

It can be seen from the simulation that the enactment of energy function and its destination item 
and constraint item must comply with the concrete constraints of the concrete problems. The way to 
set constraints and to restrict the neurons can all affect the reflection of the energy function for the 
problem, and indirectly affect the optimization effect of the neuron network. 

 
Fig. 9. The energy function of simulation 3        Fig.10 The energy function below 5000 
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