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II. Some Methods of the Initial Data Transformation 
 
Although lots of achievements have been made in the grey system theory, there still exist some 
failures in building grey models. Theoretically and practically it is proved that the smooth degree of 
data series is key factor of grey model’s precision. Therefore, improving the smooth degree of initial 
data series has great signification for increasing grey model’s precision. 
Definition2.1[2]  Let }{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅  be non-negative data series, for 0ε∀ > ，if there exists 

, when , the follow equation(1)  is held,  0k 0k k>
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Then series }{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅ is defined as smooth data series. 

Lemma 2.1[2] The necessary and sufficient condition for series }{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅ to be smooth is 

that the function  
∑
−

=

1

1

)0(

)0(

)(

)(
k

i

ix

kx  is   decrement with . k

In order to enhance the smooth degree of data series, logarithm function transformation, exponent 
function transformation and power function transformation are put forward in papers [2～ 4] 
respectively, and a great achievement has been made in practical application.  
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Theorem 2.2[3]   If  is increment series with k and comes into existence, then )()0( kx 1,1)1()0( >≥ Tx
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Theorem 2.3[4]   If  is increment series with k and comes into existence, 

then 
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The following theorem 2.4 which was proposed in paper [4] can be gotten based on the above 
three theorems. 
Theorem 2.4[4]   If  is increment series with k and comes into 
existence, then the following three equations are attainable. 
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III. A General Method of Improving Smooth Degree of Data Series 
 
Theorem 3.1 Let the non-negative original data series be denoted by (0) ( )x k , if there exist non-
negative and decrement function (0)( ( ), )f x k k  with  and the transfer   function F that can be 
written in the following form 

k

(0) (0) (0)( ( )) ( ) ( ( ),F x k x k f x k k= ⋅ )
)

                                                          (2) 
Then the smooth degree   of data series is better than that of data series(0)( ( )F x k (0) ( )x k . 

Proof Because (0)( ( ), )f x k k  is non-negative and decrement strictly withk , so 
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By deducting the two above equations, the theorem is easily proved completely. 
The general method to improve smooth degree of data series has been put forward according to 

the theorem. In fact, the methods proposed in papers [2～4] can be considered as examples of the 
theorem. For example: 

(1) Logarithm function transfer [2]. 
   Let be an increment   data series with and  )()0( kx k ex >)1()0(

Make transfer , it is easy to prove that (0) (0)( ( )) ln[ ( )F x k x k= (0)( ( ),f x k k is a non-negative and 

decrement function strictly with k, when
(0)

(0)
(0)

ln[ ( )]( ( ), )
( )

x kf x k k
x k

= . 

Proof Because is an increment series with , we can get )()0( kx ex >)1()0(

(0)
(0)

(0)

ln[ ( )]( ( ), )
( )

x kf x k k
x k

= 0> ). It is to say, (0)( ( ),f x k k is non-negative. 

Because 
(0) (0)

(0) (0)
(0) (0) 2

ln[ ( )] 1 ln[ ( )]( ( ( ), )) ' ( ) ' ( ( )) ' 0
( ) ( ( ))

x k x kf x k k x k
x k x k

−
= = ⋅ <

)

 

then (0)( ( ),f x k k  is decreased strictly. 
 (2) Exponent function transfer [3]. 
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Let be an increment series and  ，Make   transfer )()0( kx 0)1()0( >x
1

(0) (0)( ( )) ( )TF x k x k=  ( ), it 
is easy to prove that 

1T >
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(3) Power function transfer [4].  
Let be an increment series and Make transfer  ( ), it is 

easy to prove that 
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The proof is omitted. 
Only three kinds of transformation functions for improving smooth degree of data series have 

been put out above. It also has been proved that all these transfer functions accord with   theorem 
proposed in this paper. Here, the author puts forward another two kinds of new transfer functions.  
(1) , it is easy to prove that (0) (0)( ( )) ( ) ( 1kF x k x k a a−= ⋅ > ) )(0)( ( ),f x k k is a non-negative and 
decrement function with (0)( ( ), ) kf x k k a−= .  
(2) , it is easy to prove that (0) (0)( ( )) ( ( )) ( 0)aF x k x k a= < )(0)( ( ),f x k k is a non-negative and 
decrement function with (0) (0) 1( ( ), ) ( ( ))af x k k x k −= . 

Ⅳ. The Grey modeling mechanism with function transformation 
 

(1,1)GM  is the most frequently used grey model. It is formed by a first order differential equation 
with a single variable. The steps of modeling with functions transformation  or 

are as follows: 
( 1)ky a a−⋅ >

( 0ay a < )
(1)  Let   non-negative and increment original series be denoted by  

)}(),...,2(),1({ 0)0()0()0( nyyyY ）（=                                                    （3） 
where . niiy ,...,2,1,1)()0( =>

(2) When the original data series are transformed by ( 1)ky a a−⋅ > , (0) ( )X k is defined as: 
)}(),...,2(),1({ )0()0()0()0( nxxxX =                                                （4）    

where (0) (0)( ) [ ( )] , 1,2,...,kx k y k a i−= ⋅ = n  
While the original data series are transformed by ( 0)ay a < , (0) ( )X k is defined as: 

                                                                              （5） )}(),...,2(),1({ )0()0()0()0( nxxxX =
where (0) (0)( ) [ ( )] , 1,2,...,ax k y k i= = n . 

(3) The AGO (accumulated generation operation) of original data series is defined as: 
                                                             （6） )}(),...,2(),1({ )1()1()1()1( nxxxX =

where . nkixkx
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(4) The grey model can be constructed by establishing a first order differential equation as 
following: 

                        utax
dt

tdx
=+ )()( )1(

)1(

                                                                        （7）  

The difference equation of GM (1,1) model: 
nkukazkx ,...,3,2,)()( )1()0( ==+                                                       （8） 
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Unfolding equation（7）, we can obtain: 
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The background in equation（7）is defined as: )()1( kz

)]()1([
2
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(5) The estimation value of parameter Φ  by using least squares is  
YBBB TT 1)(ˆ −=Φ  

(6) The discrete     solution of equation (6): 
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(7) When the original data series are transformed by ( 1)ky a a−⋅ > , revert  into initial data 
series: 

)1(ˆ )1( +kx

(0) (1) (1)

(1)

(0) (0)

ˆ ˆ ˆ( 1) ( 1) (

(1 )[ (1) ] ;

ˆ ˆ( ) ( )*

a ak

k

)x k x k x
ue x e
a

y k x k a

−

+ = + −

= − −

=

k

 

While the original data series are transformed by ( 0)ay a < , revert  into initial data series: )1(ˆ )1( +kx
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Ⅴ. Example 
 

5.1 example 1 
The national finance expenditure is an important index of national economic strength. To build the 
model of national finance expenditure by means of function ( 1)ky a a−⋅ > and forecast its trend will 
have great significance. Now let build the model based on《Statistic almanac of China-2005》 from 
1991 to 2002 and predict national finance expenditure of 2003 and 2004.   

   The traditional  model of these data is as following: (1,1)GM
0 0.1724

0

ˆ ( 1) 3313.14
(1) 3386.62

kx k e
x

+ =

=
    1k >
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The model by using function  is as following: ( 1)ky a a−⋅ >
0 0.0960

0

ˆ ( 1) 3087.96 *
1.08, 1, (1) 3386.62

k ky k e a
a k y

+ =

= > =
 

Table 1 gives comparison of two modeling methods. Figure 1 is the fitted curve. 

Table 1. Comparison of two modeling methods   (Unit: billion RBM) 

Traditional 
GM (1,1) 

Method proposed 
in this paper 

 
Year 

 
No
. 

National 
FinanceEx
penditure Model values Relative error(％) Model values Relative error (%)

1991 1 3386.62 3386.62 0 3386.62 0 
1992 2 3742.20 3936. 64 -5.20 3935.36 -4.16 
1993 3 4642.30 4677.46 -0.76 4678.60 -0.78 
1994 4 5792.62 5557.70 4.06 5562.20 3.97 
1995 5 6823.72 6603.59 3.23 6612.68 3.10 
1996 6 7937.55 7846.30 1.15 7861.55 0.95 
1997 7 9233.56 9322.87 -0.97 9346.29 -1.22 
1998 8 10798.18 11077.32 -2.59 11111.44 -2.90 
1999 9 13187.67 13161.93 0.20 13209.96 -0.16 
2000 10 15886.50 15638.83 1.56 15704.80 1.14 
2001 11 18902.58 18581.86 1.70 18670.83 1.22 
2002 12 22053.15 22078.73 -0.12 22197.01 -0.65 

2003* 13 24649.95 26233.67 -6.42 24818.27 0.68 
2004* 14 28360.79 31170.51 -9.91 30342.75 6.98 

(* Forecasting value) 

 
Fig.1 The fitted curve 

From table 1, it is easy to see that the absolute value of the relative error of the model proposed by 
this paper is very lower. The error inspection of post-sample method can be used to inspect   
quantified approach. The post-sample error 01 / SSc = of the model proposed by this paper is 
0.0292(where  is variation value of the error and is variation value of the original series), while 
the post-sample error of traditional GM (1,1) model is 0.0303. The probability of the small error 

. The post-sample error of this model is far less than 0.3640. In 
a word, it is obvious that the model using function 

1S 0S

16745.0|})({| 0
)0()0( =<−= − Seiep

( 1)ky a a−⋅ >   has improved the fitted precision 
and prediction precision. 

5.2 example 2 
The per capita power consumption can greatly reflect the industry developing level. Now let build 

the model based on《Statistic almanac of China-2002》 from 1987 to 1999 and predict per capita 
power consumption of  2000 and 2001.   
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1

0

ˆ ( 1) 472.5931
(1) 458.75

kx k e
x

+ =

=
1>

The traditional  model of per capita power consumption is as following: (1,1)GM
0 0.065

   k  

The model by using function  is as following: ( 0)ay a <
1

0 0.0007ˆ ( 1) (0.9405 )k ay k e−+ =  
0ˆ0.01, 1, (1) 458.75a k y= − > =  

Table 2 is Comparison of two modeling methods.  Figure.2 is the fitted curves. 

Table2. Comparison of two modeling methods   (Unit: Kilogram) 

Traditional  
GM (1,1) 

 

Method proposed 
 in this paper 

 
Year 

 
No. 

Per 
Capita 
output 
of steel Model values Relative error(％) Model values Relative error(％)

1987 1 458.75  458.75 0 458.75 0 
1988 2 494.9  504.37 -1.91 494.36 0.11 
1988 3 522.78  538.29 -2.97 529.17 -1.22 
1990 4 547.22  574.49 -4.98 566.44 -3.51 
1991 5 588.7  613.12 -4.15 606.33 -2.99 
1992 6 647.18  654.35 -1.11 649.03 -0.28 
1993 7 712.34  698.35 1.96 694.75 2.47 
1994 8 778.32  745.31 4.24 743.67 4.45 
1995 9 835.31  795.42 4.77 796.05 4.70 
1996 10 888.1  848.91 4.41 852.11 4.05 
1997 11 923.16  906.00 1.86 912.12 1.19 
1998 12 939.48  966.92 -2.92 976.36 -3.92 
1999 13 988.60  1031.94 -4.38 1045.13 -4.71 
2000* 14 1140.54  1101.33 3.44 1146.42 -0.52 
2001* 15 1223.31  1175.39 3.92 1229.51 -0.51 
(* Forecasting value) 
 

 
Fig.2 The fitted curve 

From table 2, it is obvious that the absolute value of the relative error of the model proposed by 
this paper is less than 5 %.  The error inspection of post-sample method can be used to inspect   
quantified approach. The post-sample error 01 / SSc = of the model proposed by this paper is 
0.1529(where  is variation value of the error and is variation value of the original series). The 1S 0S
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probability of the small error . Then we can come to conclusion 
that the method using function  has enhanced the fitted precision and prediction precision. 

16745.0|})({| 0
)0()0( =<−= − Seiep

( 0)ay a <
From the two examples above, we can get the conclusion that the methods proposed in this paper 
have increased the smooth degree of data series. Therefore, the methods improve the fitted precision 
and prediction precision of models greatly. 

Ⅵ. Conclusion 
 
In this paper, the more general method of improving smooth degree of data series is put forward on 
the basis of summarizing several kinds of methods of the initial data transformation, and two new 
transformations are represented. At last, the models by means of these methods are built respectively 
and the results show the effectiveness and superiority of this method. 
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