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Abstract 
 
Gears are critical elements in complex machinery. An approach is proposed to solve classification of 
multiple gear conditions. These conditions include the normal, slightly spalling, moderate spalling, 
severe spalling, one worn tooth, and two worn teeth conditions. The power spectral density (PSD) of 
the vibration signals of gearbox casing is introduced to construct some original features. The PSD is 
estimated by the periodogram from which the features are evaluated. To get useful features from the 
original ones, which are high dimensional, genetic programming (GP) is used to select them and 
reduce the feature dimension. The new features provide more sensitive information for a classifier.    
The classifier is based on support vector machines (SVMs), which have the ability of multi-class 
classification and good generalization with the one against all method. The approach presents its    
effectiveness by experiment. The results show that the original features extracted from estimation of 
the PSD of the raw data have certain abilities of classification, and that the SVMs can classify    
correctly the 6 conditions above and give the classification rates with high accuracy.  
Keyword: Gears, Periodogram, Genetic programming, Support vector machines 

I. Introduction 
 
The omnipresence of gears in rotating machinery has made the study of vibration a more interesting 
subject. One study found that 60% of gear box damage is due to faults in the gears [1]. In 
engineering, they show a considerable number of different forms of damage. The common types of 
gear damage mainly consist of pitting, scuffing, spalling, cracking and wear [2]. One of the major 
reasons for gear faults is excessive vibration. Vibration can be thought of as a ratio of the forces 
acting on the gear to its dynamic stiffness. The backlash, the error of the gear transmission, the 
unbalanced inertia mass, the time varying mesh stiffness of tooth, the friction between tooth faces 
and the time varying support stiffness of geared system, change the ratio, i.e., vibration which 
characteristics can reflect symptoms of a lot of faults or defects. The benefit of using vibration 
analysis for their monitoring and diagnosis has been demonstrated to be successful since the early 
time because of the ease of measurement.  The approaches of gear vibration analysis are mainly 
subdivided into three categories according to analysis domains. They are time domain, frequency 
domain and time-frequency domain. The time domain methods include time synchronous average 
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and statistical analysis. The former is a signal averaging process over a large number of cycles, 
synchronous with the running speed of a specific shaft in the gearbox. It can remove not only the 
background noise but also periodic events that are not exactly synchronous with the gear being 
monitored [3,4]. The latter consists of many descriptive statistics such as sample skewness, kurtosis 
and so on. The frequency domain methods include spectral analysis based ones such as power 
spectral density (PSD) and Cepstrum analysis [5], and higher-order statistics and spectra [9]. The 
time-frequency domain methods are composed of the short-time Fourier transform, Wigner-Ville, 
Cohen distribution and wavelet analysis [6-8]. Feature extraction methods play an important role in 
machine condition monitoring and fault diagnosis, from which the diagnostic information can be 
obtained. Through gear vibration analysis, a lot of features are acquired, and the next step is 
optimization and classification. The task of classification is to find a rule, which, based on external 
observations, assigns an object to one of several classes. A lot of techniques have been proposed to 
carry out these tasks. They are artificial neural networks [10], genetic programming [11], and 
support vector machine [14]. GP evolves a population of computer programs, which are possible 
solutions to a given optimization problem, using the Darwinian principle of survival of the fittest. It 
uses biologically inspired operations like reproduction, crossover and mutation. Each program or 
individual in the population is generally represented as a tree composed of functions and 
data/terminals appropriate to the problem domain. Chen proposes a fault diagnosis method for 
rolling bearings in an unsteady operating condition using instantaneous power spectrum and genetic 
programming [12]. Zhang [13] uses GP to detect faults in rotating machinery with rolling bearings. 
As a powerful machine learning approach for classification problems, support vector machine is 
known to have good generalization ability. SVMs can trace their roots back to statistical learning 
theory, as introduced by Vapnik in the late 1960s. It was not until the early 1990s that the techniques 
used for SVMs began to emerge, and become practical, with the increased computing power 
available [14]. In this paper, we introduce PSD of the vibration signals of gearbox casing to 
construct the original spectral features. The specific characteristics of the vibration spectrum that are 
associated with common gear damage conditions are well known, for example, uniform wear tends 
to show up at the tooth-meshing frequency and its harmonics. The typical use of these features 
would be to determine when a gear should be taken out of operation in the presence of deteriorating 
fault conditions. Reliable diagnostics of deteriorating conditions may however be more problematic 
in the presence of simultaneous multiple fault conditions. To address these problems, genetic 
programming is used to reduce the feature dimension from the originals. The new features provide 
more sensitive information for a classifier. The classifier is based on SVMs. 

II. Construction and Calculation of the Original Spectral Features 
A. Power Spectral Density  
The PSD of stationary random process is the Fourier transform of its correlation sequence. The 
PSD S(f ) is estimated by the periodogram in this paper. 2|)(|1)( fF

N
fS =  where )( fF  is the 

Fourier transform of the vibratory signal in various conditions and N is the length of 
samples .These conditions include normal, one slightly spalling tooth, one moderate spalling 
tooth, one severe spalling tooth, one worn tooth, and two worn teeth conditions denoted by 
normln, spal1n, spal2n, spal3n, wear1n, wear2n for short, respectively. Fig.1 shows the 
periodograms of two signals of gearbox vibration. Fig.1(a) is the periodogram of one moderate 
spalling tooth condition signal; Fig.1(b) is the periodogram of one worn tooth condition signal. 
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(a) One moderate spalling tooth fault           (b) One worn tooth fault 

Fig. 1. The periodogram of signals of two fault conditions 
B. Original Spectral features 
 Seven feature parameters are usually used for construction of features in the frequency domain  
[12], which are shown as follows: 
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Here, K is the number of spectrum lines used to calculate the features, fi the frequency of the 
ith spectrum line of the periodogram and S(fi) the magnitude of the ith spectrum line. 
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C. Genetic Programming (GP) 
GP starts with lots of randomly created computer programs. This population of programs is 
progressively evolved over a series of generations. The evolutionary process uses the 
Darwinian principle of natural selection (survival of the fittest) and analogs of various naturally 
occurring operations, including crossover, mutation, gene duplication, and gene deletion. GP 
mainly consists of construction of terminals, functions (operators) and initial population, 
fitness evaluation, selection, crossover, mutation and reproduction. 
GP uses the following processes to solve problems: 
(1) Generate an initial population of random compositions of the functions and terminals of 
size N. 
(2) Perform the following substeps: 
(a) Run each program in the population and assign it a fitness value. 
(b) Create a new population of computer programs by applying the genetic operators. The new 
computer programs are chosen from the population with a probability based on fitness. A 
genetic operator is selected probabilistically. Every operation only uses one of the three 
operators as follows: 
i. Reproduction: Reproduce an existing program (an individual) by copying it into the new 
population. 
ii. Crossover: Create two new computer programs from two existing programs by genetically 
recombining randomly chosen parts of two existing programs using the crossover operation 
applied at a randomly chosen crossover point within each program. 
iii. Mutation: Create one new computer program from one existing program by mutating a 
randomly chosen part of the program. 
(3) Continue Step (2), until the new population gets N solutions. 
(4) Step (2)-(3) are repeated till a desired solution is achieved. Otherwise, terminate the GP 
operation after a predefined number of generations. 
Construction of Terminals and Functions  
We use X1, X2, X3, X4, X5, X6, X7 as terminals and use plus (+), minus (-), times (*), 
mydivide (protected division function), mysqrt (protected square root function), mylog10 
(protected common logarithm function) as functions (operators). These functions and terminals 
satisfy the closure and sufficiency properties. The closure property demands that the function 
set is well defined and closed for any combination of arguments that it may encounter. On the 
other hand, the sufficiency property requires that the set of functions and the set of terminals be 
able to express a solution of the problem [11]. 
Fitness Function  
Fitness function is defined as the ratio of the minimum value of between-class scatter square 
against the mean value of within-class scatter. In calculation process, the population evolves 
along the direction of best fitness, which maximizes the fitness function. The new features 
provide more significant information for classification. 

w

b
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D

DMin
fitness

2)(
=                                            (10)          

where b
ijD is the between-class scatter between class i and j ,Min means searching the least 

between-class scatter   and wD  the mean value of within-class scatter. 
D. Support Vector Machines 
SVM is a powerful methodology for solving problems in nonlinear classification, which has 
also led to many other recent developments in kernel based learning methods in general. SVMs 
have been introduced within the context of statistical learning theory and structural risk 
minimization. We used the one-against-all method for SVM multiclass classification [15]. The 
method sets up k SVM models where k is the number of classes. The ith SVM is trained with 
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all of the examples in the ith class with positive labels, and all other examples with negative 
labels. Thus given training data (x1,y1),…,(xm,ym),where miRx n

i ,,2,1, L=∈  and ky j ,,2,1 L∈  is 
the class of xi, the ith SVM solves the following optimization problem:   
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where the training data are mapped to a higher dimensional space by the function ф and C is 
the penalty parameter. ξ is a slack variable, w a weight,b a threshold. In practice, a high noise 
level may cause a large overlap of the classes, so one introduces slack variables ξs in order to 
relax the constraints yi· ((w · xi) + b) ≥1; i = 1,…,m. 
The kernel function of the SVMs is a Gaussian basis function of the form, 

))(exp(),( 2yxyxK −−= γ , where 2/2σγ =  and σ is global basis function width. 
We say x is in the class which has the largest value of the decision function 
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III. Experimental Results and Analysis 
Extensive experiments were conducted on a helical gear train having a gear ratio of 41:37 and a 
module of 5mm. An accelerometer was installed to measure the vibration signals generated on the 
axes of the 41 teeth pinion. A phase reference and appropriate pickups were used to ensure that the 
vibration signal was acquired when the same pairs of teeth were meshing. Different vibration data 
sets were collected when the helical gear train was working at the normal, one slightly spalling tooth, 
one moderate spalling tooth, one severe spalling tooth, one worn tooth, and two worn teeth 
conditions. A total of 37 groups of data were collected for each operating condition with a sampling 
rate of 10 kHz. The original spectral features are calculated by the equation (1)-(9), then genetic 
programming is used to construct the new ones and reduce the dimensionality for them. 
 

Table 1. GP parameters setup 
Generation No. 100 Prob. crossover 0.5 

Max depth of tree 7 Prob. mutation 0.5 

Population size 100 Selection roulette 

Generative method  Full Survival keepbest 

 
We used Gplab toolbox. Table 1 gives the GP parameters setup for feature construction. 100 
generations with 100 individuals in each generation were used. The tree depth is limited to a 
maximum of 7 levels. Generative method is the Full one which shows trees initialized with this 
method will be perfectly balanced with all the branches of the same length. The probabilities of 
crossover and mutation both are 0.5. Selection method is roulette, which means the probability of an 
individual being selected as a parent is proportional to its fitness value. Survival method 
is ’keepbest’, i.e., the best individual from both parents and children is kept for the new population. 
The tree representations of two new features (Xn1 and Xn2) are acquired after two runs of GP are 
implemented. 
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Fig. 2. Tree representation of two new features 

Fig.2 show the tree representation of two new features. Through two runs of GP, 7 dimension 
features reduce to two dimension ones. The new feature Xn1 (Fig.2(a)) and Xn2 (Fig.2(b)) are as 
follows respectively, 
Xn1=plus(minus(minus(X4,X2),X5),minus(plus(X2,plus(X1,X7)),plus(times(X1,X2),X4))) 
Xn2=mysqrt(plus(X3,minus(plus(minus(X7,X3),plus(plus(X6,X6),X1)),X3))) 
Table 2 gives the SVM parameters setup for training. 
 
 

Table 2. SVM training parameters setup 

Bound on the lagrangian multipliers C=100 

Kernel gaussian 

Kernel parameter γ = 0.3 

Tolerance of termination criterion ε= 0.001 

 
 

Table 3.The confusion matrix of the train set 

Gear 
condition 

Normal Spall1 Spall
2 

Spall3 Wear1 Wear2 

Normal 1 0 0 0 0 0 
Spall1 0.0667 0.9333 0 0 0 0 
Spall2 0 0 1 0 0 0 
Spall3 0 0 0 1 0 0 
Wear1 0 0 0 0 1 0 
Wear2 0 0 0 0 0 1 

 
Table 3 is the confusion matrix of the train set. The train classification rate is 98.9% for 30 groups of 
train data. The confusion matrix M(i,j) is defined as the conditional probability P(Cj,Ci) which 
represents the probability of a class C that should belong to the class i is assigned by the SVMs to 
the class j. The row labels denote true conditions and the column labels indicate predicted conditions. 
For test samples, the results show that the test classification rate is 100% for 7 groups of test data. 
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Fig. 3. The First 3 Conditions Classification Results i.e., normal, one slightly spalling tooth, one 

moderate spalling tooth conditions denoted by normln, spal1n, spal2n, for short, respectively. 
 

 
Fig. 4. The Last 3 Conditions Classification Results, i.e., one severe spalling tooth, one worn 

tooth, and two worn teeth conditions denoted by spal3n, wear1n, wear2n for short, respectively. 
 

Fig. 3 and Fig. 4 show classification results based on SVMs. Fig.3 shows results of the first three 
conditions, i.e., normal (diamond mark), slightly spalling (plus mark), moderate spalling (square 
mark). Fig.4 shows results of the last three conditions, i.e., severe spalling (triangle mark), one worn 
tooth (pentagram mark), and two worn teeth conditions (x mark). The circle mark represents the 
support vector. The contours show highly generalized ability. The results show that the SVMs can 
classify correctly the 6 conditions above and give the classification rates with high accuracy. 

IV. Conclusion 
In this paper, we present an effective method for classifying gear damage conditions. These 
conditions include the normal, one slightly spalling tooth, one moderate spalling tooth, one severe 
spalling tooth, one worn tooth, and two worn teeth conditions. The PSD of the vibration signals of 
gearbox casing is introduced to construct some original spectral features. The PSD is estimated by 
the periodogram from which the features are evaluated. To get useful features from the original 
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spectral ones which are high dimensional, genetic programming is used to select them and reduce the 
spectral feature dimension along the direction of best fitness which maximizes the fitness. The new 
features provide more significant information for a classifier. The classifier is based on support 
vector machines with multi-class classification ability. The results show the effectiveness of the 
approach. Because real faults are various and complicated, experiments on large problems need be 
further done for practical use.  
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