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Abstract 

 
This paper presents an improved segmentation approach derived from mean shift for 
natural images. The optimal color bandwidth under Plug-in rule is not always satisfy-
ing in the actual vision tasks, and a changing color bandwidth is helpful for control-
ling the segmentation result. The performance of direct density searching is better 
than mean shift under the same spatial bandwidth. A global optimization criterion for 
mode merging stabilizes the result in segmenting different images. Merging of texture 
regions mostly eliminates the influence from texture features. Based on the adjustable 
color bandwidth, direct density searching and a global criterion, the improved cluster-
ing approach performs better than mean shift, shown from experimental results. In 
addition, an image is partitioned into some local patches after mode detection. These 
patches can be taken as the initial segmentation for further processing that is based on 
a global optimization criterion with texture or statistical features. 

1   Introduction 

The existing segmentation approaches for natural images can be classified from dif-
ferent aspects, such as local vs. global, contour-based vs. region-based, applying to 
the intensity images vs. to the texture images, etc. The approaches based on local 
decision segment images using the pixel gradient or intensity similarity in a local 
window, while the ones based on global information often optimize a function con-
structed according to the global statistics. The contour-based and region-based ap-
proaches are not much different from each other since the boundaries of region can be 
defined as contour. The natural images often include rich texture, thus, the texture 
feature is necessary to combine with intensity information to get different semantic 
regions. The recent research work for natural image segmentation mainly focuses on 
the color-contour methods that are proved to be more efficient than ones only based 
on pixel intensity [1-4].  

Segmentation by synthesizing contour and texture is often a global optimization 
process. J. Shi and J. Malik in their literature [5] first proposed a graph partitioning 
method that aims at extracting the global impression of an image. In [2], J. Malik 
furthers his work to introduce the contour and texture into graph theoretic framework 
of normalized cuts. The extensive works are done by the following researchers trying 
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to synthesize the brightness and texture features from different perspectives [6-8]. 
The experimental results in these literatures show the performance of them is good. 
Compared with above methods that are not dependent on the models, some model-
dependent approaches based on global optimization, such as region competition [9-10] 
and DDMCMC [11], have got some good results too. They use the models to depict 
different types of regions, and then classify the lattice with these constructed models 
efficiently. 

Although above-mentioned methods are shown effective, they usually consume 
much computation to get the final results. The global optimization is an iterative 
process, which limits the application of it to some actual cases. Different from global 
optimization, mean shift clustering is a local approach, and it groups the pixels from 
the view of data analysis. The segmentation approach using mean shift clustering 
proposed by D. Comanicu in [12-13] only depends on the intensity of pixels without 
texture features, and groups the features with variable bandwidth. The experimental 
results in [13] show that the performance of mean shift is good although it has not 
considered the texture information. The more important is that mean shift clustering 
needs much less computation than global optimization approaches, and it can be used 
in real time video processing, such as object tracking [14], which makes it more ap-
plicable in some cases than global optimization approaches. However, on segmenting 
the texture images, it is not so effective as the global optimization approaches, and 
often over-segments the images. 

To improve the performance of mean shift in segmentation of natural images 
with texture features, in this paper, a segmentation approach derived from mean shift 
is proposed. In this proposed approach, bandwidth selection, the way of searching 
local modes and the merging criterion of detected modes are different from mean 
shift. It considers more about segmentation of images with texture and control of 
segmentation result. 

The outline of this paper is as follows. In Section 2 is the overview of mean shift 
clustering. Section 3 describes in detail the improved clustering approach including 
bandwidth selection, mode detection, mode merging and merging of texture regions. 
Section 4 shows some experimental results, and the conclusion is drawn in Section 5. 

2   Overview of Mean Shift Clustering 

Fukunaga first introduced mean shift algorithm into pattern recognition field [15]. 
The advantage of employing mean shift procedure in clustering was only recently 
rediscovered [16]. The literature [12] has done some further researches on bandwidth 
selection. A recent comprehensive research on applying mean shift to image segmen-
tation refers to [13].  

Mean shift always clusters data along the incremental direction of density. The 
relation between mean shift vector )(, XM Gh  and density gradient vector )(ˆ

, Xf Kh∇  
is [13] 
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where )(ˆ
, Xf Gh  is the estimated density, h  is the bandwidth, and c  is a constant. It 

is shown that the direction of )(, XM Gh  and that of )(ˆ
, Xf Kh∇  are consistent. There-

fore, to get the direction of )(ˆ
, Xf Kh∇ , it only need to calculate )(, XM Gh . )(, XM Gh  

equals 

X
XXhg

XXhgX
XM

n

i i

n

i ii

Gh −
⎟
⎠
⎞

⎜
⎝
⎛ −

⎟
⎠
⎞

⎜
⎝
⎛ −

=

∑
∑

=
−

=
−

1

21

1

21

,
)(

)(
)( ,                          (2) 

where )(uk  is a kernel function, and )()( ukug ′−= . )(, XM Gh  is the mean of the 

weighted vectors in the window centered on the point X . 
Mean shift in segmentation should search the position of next trajectory point 

that has been quantized into integer according to )(, XM Gh  which is always a float 
vector. Meanwhile, a threshold to )(, XM Gh  should be set to stop shift. This leads to 
blur the regions with high density. The bandwidth h  is calculated based on Plug-in 
rule by minimizing the Asymptotic Mean Integrated Square Error (AMISE), and it is 
global variable or fixed. Combing the detected local modes whose color is within the 
bandwidth can lead to the final segmentation result.  

3   Improved Clustering Approach 

In mean shift clustering, after mode detection, an image can be partitioned into a 
series of local modes. Assuming that an image is composed of K  local modes, de-
noted by )(kθ . Then, detection of local modes at the arbitrary point X  is 

KkXXXXf n
X

k
k ,,2,1),,,|(maxargˆ

21
)( LL ==θ ,                   (3) 

where ),,,|( 21 nXXXXf L  is a conditional density function. 

3.1   Mode Detection Scheme 

Mean shift clustering always shift along the direction of density increasing which is 
represented by )(, XM Gh , referring to the equ. (2). The shift procedure for mode de-
tection is also the procedure of blurring the images and is similar to filtering. The 
reason for using )(, XM Gh  in shift procedure is that it consumes less computation 
than directly searching the direction of density increasing with the same search win-
dow. However, using the same window to search local modes, direct density search-
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ing performs better than mean shift clustering. Here, the way of direct density search-
ing for mode detection with a small search window is adopted. 

Let nixxX idii ,,1),,( ,1 LL == , and },,,{ 21 nXXX L  is a d-dimensional 
sample set. Given a d-dimensional stochastic variable X , its nonparametric kernel 
density estimator is 

{ } { }∑∑
==

− −=−=
n

i
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n
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)det(
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where H  is a bandwidth matrix, and )(
)det(

1)( 1 ⋅=⋅ −HK
H

K H . )(⋅K  is a radially 

symmetric, non-negative, monotonic, d-variate kernel function, and satisfies 

∫ =1)( dxxK  and 1||0)( >= uifuK  [17-19].  

In density estimation of an image, n  means the total number of pixels. Because 
of 1||0)( >= uifuK , only those pixels within the bandwidth matrix H  act on the 
equ. (4). At each pixel, an estimated density is obtained. 

Let )(ˆ
iH Xf  be the estimated density at the location ),( 21 xxx =

r
, and 

)(ˆ,),(ˆ),(ˆ 21 p
iHiHiH XfXfXf L  be the estimated densities in the domain where p  is 

the number of pixels within H . Then, the local extreme value of density in the do-
main can be determined according to 
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where 
iXS  is the domain at x

r . )( 1 ⋅−HK d  is a distance function which is different 

from the kernel function )(⋅HK  and satisfies 1||0)( >= uifuK d . Recursively 

Shifting from x
r

 to the pixel 1
ix
r

 whose estimated density is 1ˆ
if  and searching local 

extreme point of density at new location can get a series of local extreme value 
q

iii fff ˆ,,ˆ,ˆ 21 L  and a series of locations q
iii xxx
r

L
rr

,,, 21 . 

Because the series of q
iii fff ˆ,,ˆ,ˆ 21 L  is incremental and the upper limit of den-

sity is 1, q
iii fff ˆ,,ˆ,ˆ 21 L  will finally converge to the location q

ix
r

. All pixels converg-

ing to the same q
ix
r

 form a local mode, denoted by Kkk ,,2,1,)( L=θ  where K  is 

the number of modes in an image. A )(kθ  is often composed of many series of loca-

tions q
iii xxx
r

L
rr

,,, 21 . The color value of pixels within the same )(kθ  is replaced with 

that of q
ix
r

. Therefore, after detection of local modes, an image can be decomposed 

into many patches, each of which corresponds to a )(kθ . 
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A 5-dimensional bandwidth matrix is adopted in this paper. Let 
),,,,( vulyx hhhhhdiagH = , where yxs hhh ==  is the spatial bandwidth that is 

equal to the diameter of circle searching window, and vul hhh ,,  are the color band-
widths of LUV components [12-13]. From above mode detection scheme, it is known 
that direct density searching for mode detection contains two steps: density estimation 
for each pixel with sh  and searching maximum of estimated densities with sh  at each 
pixel. Mean shift clustering directly calculates the mean shift vector based on the 
pixel color at each pixel with sh . It is evident that direct density searching takes two 
steps to complete the searching procedure, while mean shift takes one step to get the 
searching result. Therefore, the direct searching way is more time-consumed than 
mean shift, although any step in direct way is simpler than mean shift. However, the 
direct way searches the local density maximum by using color information of pixels 
within sh2  window, and mean shift only depends on pixels within sh  window. This 
means the direct way will get a better searching result than mean shift at the cost of 
increasing computation. Meanwhile, if the size of sh  in direct way decreases, its 
computation will rapidly be cut down too, while its performance may be not worse 
than mean shift. 

In mode detection, the bandwidth H  is also an important parameter. A big 
color bandwidth vul hhh ,,  will lead to ignore image details and make the number of 
detected local modes decreased. The bandwidth vul hhh ,, can be viewed as the reso-
lution of segmentation. The number of detected local modes is also sensitive to noise. 
Therefore, filtering is a necessary step before mode detection. 

3.2   Bandwidth Selection 

The most important parameter in mean shift is the bandwidth matrix H . Plug-in and 
Cross-validation are two presently proverbially used bandwidth selection methods. In 
actual applications, it is difficult to say which method is better than the other [17-19]. 
The idea of Plug-in method is replacing the unknown parameter with the estimated 
one. If the kernel function is a Gaussian multivariate function, the conducted optimal 
bandwidth by Plug-in is [17] 

j
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where jσ  is the standard deviation, 5=d  is the number of dimension, and n  is the 

sum of data. 
    Based on the equ. (6), lh , uh  and vh  are estimated respectively by L, U, and V 

component of an image. jσ  is replaced with the estimate ∑
=
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−
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The selection of spatial bandwidth sh  relates to the actual vision task. When sh  
increases, the consumed computation will rapidly go up and the detail of an image 
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will be ignored. The experiments prove that a big spatial bandwidth sh  does not 
always improve the results. Therefore, for reducing the computation, a small value of 

sh  is preferable. 
The color bandwidth vul hhh ,,  in equ. (6) are obtained by minimizing the mean 

integrated squared error. It is clear that the aim of choosing bandwidth vul hhh ,,  
under Plug-in rule is to reduce the distortion between the estimated pdf and the origi-
nal pdf as much as possible. The vul hhh ,,  is estimated from the view of data analy-
sis. However, in computer vision, images should be segmented into semantic regions 
instead of keeping every detail. Sometimes, it is expected that only the outline of an 
image be captured after segmentation, which makes a small bandwidth is nonsense 
and a big bandwidth may be useful. Therefore, a changing bandwidth 

vhuhlh hkhkhk *,*,*  is more feasible in real vision systems, where hk  is an adjust-
able parameter.  

3.3   Density Estimation 

In density estimation, if the value of exponential function can be calculated before-
hand, it will save much computation time and makes the whole segmentation fast. Let 

},,,{ 21 dhhhdiagH L= , the equ. (4) becomes [17] 
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Usually )()()()( 21 dukukukuK ×××= L  where )(uk  is an univariate kernel 
function. Then,  
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In (8), after the kernel function )(uk  and the bandwidth jh  are selected, the 

value of )(ˆ Xf H  is determined only by ijj xx − . Meanwhile, the range of || ijj xx −  
is between 0 and 512 in LUV space. Therefore, to cut down the computation in den-
sity estimation, a series of densities )(ˆ Xf H  with || ijj xx −  increasing from 0 to 512 

by interval 0.1 is calculated and organized in a table beforehand. Then, in actual den-
sity estimation, )(ˆ Xf H  can be looked up by || ijj xx −  from the table. 

3.4   A Global Criterion for Mode Merging 

Mean shift clustering gets final segmentation result by merging the detected modes 
whose color is within color bandwidth. When the bandwidth is adjusted by the actual 
vision tasks instead of calculated by the equ. (6), the mode merging in mean shift is 
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not suitable any more. Thus, a global evaluation criterion for mode merging is rec-
ommended here. Although a global criterion will lead the merging to be an iterative 
procedure, merging based on the detected modes instead of pixels makes its computa-
tion rapid. 

Let )(kX  be the mean of color vectors in the k th region, and X  be the mean of 
color vectors in the whole image. Then, the divergence J  is defined as [20] 

∑

∑∑
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XX
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m i
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where mK  is the number of regions for merging and iN  is the number of pixels in 
i th region. 

In merging, mK  is a monotonically decreasing variable while J  is a monotoni-
cally increasing variable. The rule of stopping merging is to minimize JK m +  until it 
reaches the minimal value. 

The initial value of JK m +  is determined by the initial value of mK , denoted 

by 0
mK . If 0

mK  is big, image will be over-segmented. The number of local modes in 

an image is often not proper to be selected for 0
mK .  

Let ll hh ×= 00 α , uu hh ×= 00 α , and vv hh ×= 00 α . Using 000 ,, vul hhh  as 
three thresholds of LUV color components to merge the local modes, the number of 
merged regions is denoted as 0

mK . Here, 0α  can be empirically selected according to 

the actual vision task. After 0
mK  is determined, let 0α  increase by step 0.2, i.e. 

L,2,1,0,2.01 =+=+ ttt αα . When JK m +  reaches the minimal value, tα  becomes 

the optimal value *α  for merging. Let ll hh ×= ** α , uu hh ×= ** α , and vv hh ×= ** α . 

Based on *** ,, vul hhh , the final segmentation result will be obtained. 
Here, only the parameter 0α  affects the final merged result, and it is selected by 

experiments. When 0α  increases the number of merged regions decreases, and vice 
versa. Therefore, 0α can proximately control the number of merged regions. 

3.5   Merging of Texture Regions 

If an image includes texture features, after mode merging, there may still have some 
small patches resulting from texture that make the segmentation result unreliable. 
These small patches should be removed or merge to get a final result. 

For each detected local mode )(kθ , a value can be calculated according to the 

following equ., which is called isolated value here, denoted by kI . 
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where km  is the number of local modes connected to the mode )(kθ  in spatial space, 
k
iN  is the number of pixels in the i th local mode connected to )(kθ , 

∑= i
k
i

k NN , vuljxk
ij ,,, =  is the color component of pixels in the i th con-

nected local mode, and vuljxk
j ,,, =  is the color component of pixels in )(kθ .  

Then, the mean and the variance of kI  for all local modes is calculated, denoted 
by I  and σI . Supposes that there are Rm  regions after mode merging, denoted 

by R
m mmR ,,2,1, L= , and the isolated value for mR  is mIR . Since the region 

mR is often composed of some local modes after mode merging, mIR  is defined 
being equal to the minimal value of kI  in the local modes that is within the same 

mR . Then, the merging threshold for mR  is as follows: 

⎩
⎨
⎧ >−−

=
elseI

IIifII
T I

I

ασσ )(
                            (11) 

where IT  is the threshold for merging mR , Iα  is also a threshold parameter. Some-

times, the value σII −  may be very close to zero but I  and σI  is big. Thus, Iα  is 

set to avoid this case, and in this paper 1.0=Iα . If 

RI
ji mjiTIRIR ,,2,1,,|| L=>− , these two regions will be merged. 

From the equ (11), it is shown that if the color of two connected regions in mR  
is quite different from that of the regions connected to them, they will be merged 
together. Because mIR  indicates the color variance in the linked local patches under 
the resolution of segmentation vhuhlh hkhkhk *,*,* , generally a low value of mIR  

corresponds to a smooth surface in image, and a large value of mIR  often corre-
sponds to a texture surface. Merging the regions mR  with big mIR  will proximately 
eliminate the over-segmentation resulted from texture feature. However, the merging 
does not distinguish the type of texture, but take them as the same object surface. 

The region merging here is not based on the actual extracted texture feature. An 
essential resolution to the natural images segmentation with texture is to combine 
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color, contour and texture feature simultaneously. However, the region merging ap-
proach in this paper can mostly remove the influence from texture, with a better per-
formance than mean shift and a much faster speed than the approaches considering 
color and texture simultaneously. 

3.6   The whole procedure of segmentation 

The segmentation procedure of improved clustering approach is summarized as 
follows: 

1) Estimating three color bandwidths lh , uh , and vh . 
2) Filtering. 
3) Density estimation at each pixel. 
4) Detection of local mode. 
5) Choosing 0α  and merging local modes. 
6) Merging of texture regions. 
7) Eliminating the regions smaller than mN  pixels (optional). 

4   Experiments 

In the improved clustering approach, there are three parameters need to be determined. 
They are sh , hk  and 0α . sh  mainly influences the computation speed. hk  adjusts the 
color bandwidth and is determined according to the actual applications. A big hk will 
overlook much detail of an image in segmentation. 0α  affects the final number of 
merged regions, which can be determined by experiments.  

The images in the top row in Fig. 1 show the edges detected by EDISON (A 
mean shift clustering software compiled according to the literature [13]) with 

)200,14,7(),,( =mcs Nhh , where ch  is the color bandwidth. The images in the second 
row correspond to the improved approach with )200,4.0,2,5(),,,( 0 =mhs Nkh α , and 
the parameters in the third row are )200,4.0,2,7(),,,( 0 =mhs Nkh α . The segmented 
images by improved approach are all under the bandwidth vul hhh *2,*2,*2 , direct 
density searching way and a global criterion for mode merging.  

From Fig.1, it can be seen that the segmented images resulted from the improved 
approach are better than that of mean shift clustering. In the top row images, there are 
always some unexpected little patches that are seldom existed in the other images in 
Fig.1. However, there are almost not any small patches in all images segmented by 
the improved approach, which indicates that merging of texture regions has behaved 
effectively. To segment different images, the performance of mean shift with the 
same parameter greatly fluctuates. Some images are over-segmented and some im-
ages are not enough segmented. On the contrary, the improved approach perform-
ances stably. This means the global criterion for mode merging can effectively stabi-
lize the segmentation result. The segmentation results in the second row and the third 
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row are not quite different from each other. Therefore, the value of sh  does not influ-
ence the results greatly. 

Fig.2 shows two images segmented with different bandwidth 1=hk  and 2=hk , 
and the other parameters are )200,2.0,5(),,( 0 =ms Nh α . It is clear that the bandwidth 
(resolution of segmentation) greatly influences the segmentation results. When the 
bandwidth goes up, more details in images will be ignored. Fig.3 is the segmentation 
results under different 0α  with )200,2,5(),,( =mhs Nkh . It can be seen that 0α  can 
control the number of final merged regions, while hk  can control the resolution of 
segmentation in the whole image. 

Using a computer with CPU 2.0G to segment the images whose size is 288*384 
in Fig.1, the time consumed by improved clustering approach is less than 1 seconds 
when )200,4.0,2,5(),,,( 0 =mhs Nkh α , and less than 2 seconds when 

)200,4.0,2,7(),,,( 0 =mhs Nkh α . The C++ code has not been optimized. This indicates 
that the improved clustering approach is not much time-consumed, while its perform-
ance is more stable and more effective than mean shift. Compared with the segmenta-
tion approaches based on global optimization such as normalized cuts and region 
competition [2,9-10], it is much faster. In addition, the result of the improved ap-
proach can be easily controlled by changing hk  and 0α . With the code optimized, 
such as the value of exponential function can be calculated beforehand and organized 
into a table in density estimation, the time spent will be greatly cut down. 

What is more, after processing with the improved clustering approach, an image 
is partitioned into some local patches. These patches can be used as the initial seg-
mentation for an approach based on global optimization criterion with texture features. 

5   Conclusion 

Bandwidth selection, mode detection, a global criterion for mode merging and merg-
ing of texture regions are described in detail in this paper. The experimental results 
show that the segmentation performance has been improved. In the improved ap-
proach, the segmentation results can be easily controlled by changing color band-
width. The direct density searching way does better than mean shift in segmentation, 
although it costs more computation under the same spatial bandwidth. A global crite-
rion for mode merging is effective in stabilizing the results when different images are 
segmented.  The merging of texture regions mostly eliminates the influence from 
texture. 

Three important parameters in the improved approach are sh , hk  and 0α . sh  
determines the segmentation speed. The choice of hk  relates to the actual vision task, 
and 0α  can be selected empirically. The experimental results indicate that 4.00 =α  is 
a rational choice. 
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Fig.1. Comparison between mean shift and the improved clustering approach. The images in 

the first row are detected edges by EDISON (A mean shift clustering software). The images in 
the second row correspond to the improved approach with )100,4.0,2,5(),,,( 0 =mhs Nkh α . 

The parameters for the images in the third row are )100,4.0,2,7(),,,( 0 =mhs Nkh α .  

 

        
(a) 1=hk                  (b) 2=hk                        (a) 2.00 =α                (b) 6.00 =α  

 
Fig.2. Segmentation under different hk              Fig.3. Segmentation under different 0α  
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