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Abstract 
 
 
In this paper, the interpolation mechanism of functional networks is discussed. A kind of four-
layer (with 1 input and 1 output unit) and a five-layer (with double input and single output unit) 
functional network are designed. Meanwhile, a learning algorithm based on Minimizing a least 
squares error function with a unique minimum has been proposed for the purpose of 
approximating function. Experimental results indicate that the interpolation method is 
completely correct. 

1 Introduction 

One of the important problems in digital signal processing is a reconstruction of the 
continuous time signal )(tF  from its samples )(nTF [1]. This problem is known as 
interpolation described by the following equation  

                               ∑
=

=
N

i
ii xwxF

1
)()( φ                                                        (1) 

Where iw are coefficients of interpolation and },...,2,1|)({ Nixi =φ are basis 
interpolation function family. If a controlled process is difficult to access, the problem 
of interpolation becomes complicated. In this case it is difficult to satisfy Nyquist 
Sampling rate condition and signal is down sampled [1]. In the real time signal 
process system application of the conventional interpolator based on Lagrange 
polynomial (parabolic or cubic splines) and orthogonal functions [2] do not satisfy 
limited time processing requirement related with the generation of functions )(xiφ , 
operation of multiplication etc. in accordance with eq. (1). 
 

                                                            
1 This work was supported by Grants 60461001 from NSF of China and Grants 0542048 from 

Guangxi Science Foundation. 



International Journal of Information Technology, Vol. 12 , No. 2   2006 

 121

Interpolation of discrete time signal )(nXF by polynomial filtering 
(Butterworth,Tchebyschev filters) cause a shape distortion. Independent of an original 
signal pattern, the result of interpolation is sharply defined at the nodes and it is 
exponentially varied between the nodes of interpolation [3]. To satisfy time limiting 
and precision specifications in this paper operation of interpolation is realized using 
functional network. In this paper, a kind of four-layer (with 1 input and 1 output unit) 
and a five-layer (with double input and single output unit) functional networks are 
designed, meanwhile, a learning algorithm based on minimizing a sum of squares 
with a unique minimum has been proposed for the purpose of approximating function. 
Experimental results indicate that the interpolation method is effective and practical. 

  This paper is organized as follows. In Section 2 the functional network is 
introduced. In Section 3, one-variable interpolation function model based on 
functional network is designed. In Section 4, one-variable interpolation function 
model learning algorithm is presented. Finally, In Section 5, experimental results are 
discussed. 

2 Functional Networks 

 
Castillo et al [4-7] present functional networks as an extension of artificial neural 

networks. Unlike neural networks, in these networks there are no weights associated 
with the links connecting neurons, and the internal neuron functions are not fixed but 
learnable. These functions are not arbitrary, but subject to strong constraints to satisfy 
the compatibility conditions imposed by the existence of multiple links going from 
the last input layer to the same output units. In fact, writing the values of the output 
units in different forms, by considering these different links, a system of functional 
equation is obtained. When this system is solved, the number of degree of freedom of 
these initially multidimensional functions is considerably reduced. To learn the 
resulting functions, a method based on minimizing a least squares error function is 
used, which, unlike the functions used in neural networks has a single minimum. 

Our definition is simple but rigorous: a functional network is a network in which 
the weights of the neurons are substituted by a set of basis functions. In fact, 
functional networks are extensions of neural network. For examples, in Fig 1 a neural 
network and its equivalent functional network are show. Note that weights are 
subsumed by the neural functions.    

 

             
Fig .1.  (a) A neural network.                                             (b) A functional network. 
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Where 21 , ff  and 3f  are functional neuron functions in Fig.1 (b), and in Fig.1 (a), 

21 , ff  and 3f  are some activation functions, i.e. sigmoid function, triangle function 
etc [8-11].  
        In Fig.1 (b), our objective is to calculate the functions }3,2,1|{ =if i  that 
allow us to obtain an acceptable prediction of our output variable. In order to obtain a 
unique solution, we only need to fix the functions }3,2,1|{ =if i  in one point, as 
explained by Castillo et al [12]. The only criterion for our choice of function bases 
was simplicity: there is no model or mathematical equation that provides us with 
preliminary information. If a mathematical function with a physical meaning existed 
in our problem, it would belong to the family of approximating functions. Also we 
would be giving our processing units a physical interpretation that does not in exist in   
artificial neural networks.  

As can be seen in Fig.1 (b), a functional network [4] consists of: a) several layers 
of storing units, one layer for containing the input data ),3...1;( =ixi another for 

containing the output data )( 6x and none, one or several layers to store intermediate 

information 4(x  and 5x ); b) one or several layer of processing units that evaluate a 

set of input values and delivers a set of output values )( if  and c) a set of directed 

links. Functional networks extend neural networks by allowing neural functions if  to 
be not only true multi-argument and multivariate functions, but to be different and 
learnable, instead of fixed functions. In functional networks, the activation functions 
are unknown functions from a given family, i.e. polynomial, to be estimated during 
the learning process. In addition, functional networks allow connecting neuron output, 
forcing them to be coincident. Some differences between a neural network and a 
functional network are shown in Fig. 1.  

3 One-variable Interpolation Function Model Based on Functional 
Network  

The one-variable interpolation function model of functional network consists of the 
following elements (seen Fig.3): (1) a layer of input units. This first layer accepts 
input signals. (2) Three layers of processing units that evaluate a set of input signals 
and delivers a set of output signals )( if . (3) A set of directed links, indicating the 
signal flow direction. (4) A layers of output units. This is the last layers, and contains 
the output signals. 
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Fig.3.  A four- layer functional network for approximating one-variable function )(ˆ xF  
 
In Fig.3, the neuron functions are not fixed and learnable, instead of fixed 

functions. In functional networks, the activation function functions are unknown 
functions from a give family, i.e. polynomial, Fourier, etc. to be estimated during the 
learning process. In addition, functional networks allow connecting neuron outputs, 
forcing them to be coincident. Some differences between a neural network and a 
functional network are show in Fig.1 (a), (b). Fig.3 show a functional network 
corresponding to the functional equation 
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Learning interpolation function )(xF  is equivalent to learning function )(ˆ xF , and 

learning function )(ˆ xF  is equivalent to learning the functions )(xfi . To this end, 

we can approximate Nixfi ,...,2,1:)( = by 
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Replace this in (2) we get 
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Where the functions family },...,2,1);({ Mjxij =φ  is a set of given one-variable 
interpolation basis functions family, capable of approximation of one variable 
interpolation )(ˆ xF  to the desired accuracy. 
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4 One-variable Interpolation Function Learning Algorithm 

Let us consider one-variable interpolation functional network (seen Fig.3) learning 
algorithm.  To estimate the coefficients },...,2,1,,...,12;{ MjNiwij == , we use 

the collected data pairs ).,( 21 pp xx  where Pp ,...,2,1=  training patterns. The error 
can be measured as follows 
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The formula of the sum of the squares of the errors is 
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Subject to 
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Where iα  are arbitrary but given real constants, in order to guarantee the equation (4) 
have unique solution. 

  Our objective is to calculate the coefficients ,ijw in such a way that the estimated 
error becomes as small as possible. This implies that we have to minimize the error 
function while taking into account the auxiliary conditions. To this effect, we use the 
Lagrange multipliers and construct the auxiliary function λQ : 
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We obtain the minimum with the following system of linear equations, where the 
unknown quantities are coefficients ,ijw  and multipliers .iλ  
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Which is valid for .,...,2,1 Mt =  

5 Experimental Results  

To verify the effectiveness and efficiency of the proposed functional networks 
interpolation method, we take one-variable interpolation examples to conduct the 
experiments. To estimate the performance of approximation, the Root Mean Square 
Error (RMSE) is defined as 
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2||ˆ||1                                                   (10)   

 
Where pb̂  is the network output, and the norm function |||| ⋅  reduces to the usual 

absolute value function .|| ⋅  
 
   Example 1.  Consider one-variable interpolation function  

RF →]
2

,0[: π
    )sin()( xxFy ==                                   (11) 

Suppose we are given the data set consisting of the triplets shown in Table 1 and 
we are interested in estimating a representative functional network model (seen Fig.3) 
of the form (4). 

 
Table.1  (xt , yt ) data used to fit the approximate interpolation function )(ˆ xF  

   xt    yt    xt    yt 

   0    0  0.9425   0.8090 
0.1571   0.1564  1.0996   0.8910 
0.3142   0.3090  1.2566   0.9511 
0.4712   0.4540  1.4137   0.9877 
0.6283   0.5878  1.5708   1.0000 
0.7854   0.7071   
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By using a structure of single-input and single output functional network with the 
learning algorithm, we can discuss three interpolation cases as follows: 

 
Case I. Consider the polynomial interpolation basis functions 

},,,,,1{)( 5432 xxxxxx =φ for the neuron functions if , we can obtain the one-

variable interpolation function )(xF of approximation function )(ˆ xF . 

    5432 0040.00129.01818.00076.09987.0)(ˆ xxxxxxF ++−+=  

 
Fig. 4. Exact function )(xF (solid line) and interpolation function )(ˆ xF (dashed line) 
 
Fig 4 shows the exact function )(xF (solid line) and interpolation function 

)(ˆ xF (dashed line). Thus, we get 0=RMSE  
 

 Case II. Consider the polynomial interpolation basis functions 
},,,,1{)( 432 xxxxx =φ  for the neuron functions if , we can obtain the one-

variable interpolation function )(xF of approximation function )(ˆ xF . 

     .0286.02033.00197.09964.0)(ˆ 432 xxxxxF +−+=  
 

 
Fig 5. Exact function )(xF (solid line) and interpolation function )(ˆ xF (dashed line) 
 

Fig.5 shows the exact function )(xF (solid line) and interpolation function 

)(ˆ xF (dashed line). Thus, we get =RMSE 0.8512. 
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Example 2. The Hènon series 
 

The Hènon map [6] is one of the most popular dynamical systems exhibiting 
chaos, and can be defined in the following way: 

 
         2

2
1 3.04.11 −− +−= nnn xxx                                                 (12) 

 
A time series plot of the Hènon map for the initial conditions 5.0,5.0 10 == xx  

is given in Fig 6. 
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Fig .6. Time series for the Hènon map 

  
Suppose that we have the time series consisting of 100 points shown in Fig.6 and we 
can use the one-variable interpolation functional network model in Fig 7: 

 

 
Fig.7.  A five-layer functional network associated with the Hènon map 
 

Where, .3,2,1, =if i  is one-variable function, we obtain models of the form: 
 

)]()([ 2211
1

3 −−
− += nnn xfxffx                                     (13) 

 
if we consider any polynomial family containing the basis functions 

.3,2,1},,,1{ 2 == ixxiφ for the neuron functions 21 , ff  and 3f ,then we obtain 
the exact Hènon map given in (12), after resolving the system of equations (9), the 
following approximation provides us with the global minimum of the error function: 
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111 818.0818.1)( −− −= nn xxf ,    
2

222 818.3818.2)( −− +−= nn xxf ,                                            (14) 

nn xxf 727.2727.1)(3 +−= .  
 

And RMSE=0. Then, the resulting model     
  

)]()([ 2211
1

3 −−
− += nnn xfxffx  

2
2

1
2211 4.13.01727.1

727.2
)()(

−−
−− −+=+

+
= nn

nn xx
xfxf

                  (15) 

 
However, if we use a different family for the neuron functions approximate Hènon 
map, Table 2 illustrates the performance of the approximate model by giving the 
RMSE. 

Table. 2. Performance of several basis function for the Hènon map 
Model      2,1, =kkφ  sets 3φ  set RMSE 

  1 
 
  2 
 
  
 3 
 
  
 4 

},,1{ 2xx  
 

}2,,2,{ xCosCosxxSinSinx                   },1{ x  
 

}2,,2,{ xCosCosxxSinSinx  
 

)}5log(),4log(),3log(),2log(,1{ xxxx ++++
 

  0 
 

 
0.00593219 

 
0.00337892 

 
 

0.00001598 

 
 Table 2 shows the root mean squared error (RMSE) over the 100 samples points. 

In fact, the values of the  Hènon series range from –1.5 to 1.5, which implies that the above 
errors are very small. Thus, it seems that over-fitting is not a problem. 

6 Conclusions 

 
This paper discussed how to use functional networks to realize the interpolation 

of arbitrary one-variable functions, which is an important research topic in neural 
computation and digital signal processing. The interpolation mechanism of functional 
networks is discussed, a kind of four-layer (with 1 input and 1 output unit) and a five-
layer (with double input and single output unit) functional networks are designed. 
Meanwhile, a learning algorithm based on minimizing a sum of squares with a unique 
minimum has been proposed for the purpose of approximating function. Experimental 
results indicate that the interpolation method is effective and practical. 
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