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Abstract 

 
This article proposes a verification method for the MASINA Methodology, which allows the 
specification of Multi-Agent Systems (MAS). The verification instrument described in this 
article, divides the MAS verification design into two levels: The Macro Level verifies the 
design of each subsystem that makes up the MAS (breakdown into levels of abstraction), con-
sidering the structure and objectives of the proposed MAS; the Micro Level validates the de-
sign from the point of view of models (cross model), considering the features of each one of the 
MAS agents at a behavioral, communicational level.                                      
Keywords: Multiagent Systems, Verification Methods, Specification Methodologies. 

1   Introduction 

Agent technology is being highly used in the last few years, and as a consequence, 
the industry is becoming interested in adopting this technology in order to develop 
their products. Nevertheless, in spite of the existence of various methodologies for the 
development of Multi-Agent Systems (MAS), there is no easy to apply existing for-
mals instruments in order to verify the design of a MAS before it is implemented. 
Currently, one of the proposals consists of a MAS breakdown into different levels of 
abstraction, making MAS verification easier by evaluating the system from its mini-
mum expression. But this approach is based on formal logic, which makes it harder to 
understand and thus, harder to implement [6]. Furthermore, it exclusively aims at 
verifying whether the system achieves its objectives, and does not take into account 
criteria such as properties and features that the agents must exhibit.  
 
In this paper, a verification method is proposed, which on one hand will break the 
MAS down and will validate it without using formal logic at the macro level, verify-
ing its functioning from the point of view of its objectives and its structure; and on 
the other hand, will validate it at the micro level by verifying the existing relation-
ships between the models designed according to the MASINA methodology, through 
the “cross model” approach [6, 7]. MASINA is a methodology for MAS specification 
proposed in [2], which is an extension of the MAS-CommonKADS [4] methodology. 
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This methodology is based on a set of models that gather the basic and necessary 
elements to describe a MAS, such as the tasks that are carried out in it, the agents that 
make it up, the interactions in it, among others. The models are based on attribute-
identification and relationships; the resulting product consists of a series of templates 
that describe the MAS. The verification is an important part in designing a MAS, 
because it guarantees that the system demands on conduct, properties and features are 
met. Our MAS design verification proposal with MASINA methodology leads to a 
formal analysis of the predefined relationships between the designed models.      

2   MASINA Methodology  

It’s an extension of the MAS-CommonKADS [4] methodology, with the purpose of 
adapting the methodology to the modeling of industrial automation processes, al-
though it can be used in other contexts [2]. It is basically made up of seven models 
[2]: organization, agent, communication, design, tasks, coordination and intelligence, 
which describe a MAS. MAS-CommonKADS has been modified to add learning 
machine features, use of smart techniques to carry out tasks, among other things. In 
particular, these are the extensions performed:   
 
Agent Model: some attributes were added to this model, such as: agent components 
(if such agent is a MAS) and reference frame which is useful for describing the agent, 
that is, if such agent is based on an existing MAS reference model, such as SCDIA 
[8]. It specifies, just like MAS-CommonKADS, an agent’s features: its reasoning 
capacities, skills and services, among other things.    
Tasks Model: new features were added to this model, one to specify the properties of 
tasks that require the use of intelligent techniques, and another one to describe the 
procedure to be followed to execute such tasks. It additionally details the objectives 
of each task, its breakdown, the ingredients and problem-solving methods to achieve 
each goal.    
Intelligence Model: The intelligence model is made up of a set of elements corre-
sponding to human reasoning. It specifies the knowledge and reasoning methods 
needed for the smart agents to achieve their objectives. A plan is proposed to inte-
grate concepts such as experience (knowledge acquired by the agent along its func-
tioning), dominion knowledge (involving the variables used by each agent), strategic 
knowledge (problem-related information, derived from activities performed by other 
agents), learning mechanism (it describes the experience accumulation process and 
the process to adapt the reasoning mechanisms and to update strategic knowledge), 
task knowledge (it gives the agent information about the tasks and about who can 
carry them out), and reasoning mechanism (it uses the acquired knowledge to make 
decisions, for example, to be an inference engine).The modeled intelligence compo-
nent is perceived as a model that can be inserted into and extracted from each agent’s 
structure, thus adding intelligent capacities to the agent, without compromising the 
agents’ architecture.    
Coordination Model: The coordination model lets the user establish the set of strate-
gies that the communities of agents will use to achieve the group objectives. These 
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structures generally imitate coordination attitudes in human groups, such as contract-
ing and auctioning processes, among others, where interaction and exchange of in-
formation generate individual actions that when added up will help reach specific 
goals. In other words, this model describes the mechanisms that help carry out a con-
versation between a group of agents, for which it is required to define: negotiation 
and conflict solving protocols, task allocation and planning methods, among others. 
This model describes the following attributes related to the conversation: Name 
(name of the conversation), Type of Conversation (predefined, emerging, among 
others), Objective (objectives satisfied by the conversation), Agents (agents partici-
pating in the conversation), Initiator (agent that initiates the conversation), Service 
(provides services), Acts of Speech (acts of speech involved in the conversation), 
Description (description of the conversation in a natural language), Pre-condition 
(conditions that must be present both in the issuer and in the receptor for the conver-
sation to take place successfully) and Termination Condition (conditions both in the 
issuer and in the receptor after the conversation). The attributes of each component of 
the coordination model help specify the type of planning, the type of communication, 
and finally, the conflict solving strategies. In this model we specify the coordination 
plan (it indicates the type of coordination used: adaptive or predefined, objective to 
achieve, procedure used in the adaptive coordination, and default planning used in the 
predefined coordination), planning (type and technique of planning used), direct 
communication mechanism (messaging protocols used in the communication), indi-
rect communication mechanisms (stimuli and response-threshold updating strategy in 
the communications) metalanguage (it defines the metalanguage used for communi-
cation between agents) and ontology (vocabulary used).  
Communication Model: It describes each of the direct communications through 
information exchange, using mechanisms of the messaging type, and each of the 
indirect communications through the deposit of information in objects (use of shared-
memory strategies and stimuli-response methods), that reflect the interactions be-
tween agents. In order to represent that, in [2] a communication model is proposed, 
based on the acts of speech present in the conversation, that is, in the issuer’s inten-
tion when sending the content of the message.  The attributes present in the commu-
nication model template, help specify the following in each act of speech involved in 
a conversation: Objective (the objective of the act of speech), Type (assertive, direc-
tive, compromising, expressive or declarative), Participating Agents (agents that 
participate in the act of speech), Communication (an act of speech can be performed 
directly or indirectly), Issuer (message issuer), Receptor (message receptor), Conver-
sation (name of the conversation where the act of speech takes place), Service (name 
of the associated service), Exchanged Data (description of the data exchanged during 
the act of speech), Description (description of the act of speech in a natural lan-
guage), Pre-condition (conditions that must be present both in the issuer and in the 
receptor for the act of speech to take place successfully) and Termination Condition 
(conditions both in the issuer and in the receptor after the act of speech), Performa-
tive (verb that describes the intention of the act of speech) and Means of Communica-
tion (way of communicating). 
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3   Description of the Proposed Verification Method  

Before describing the verification model let’s take a look at the evaluation criteria 
used. 

3.1   Evaluation Criteria   

a. Coherence Criterion. We define coherence as a system’s property to behave as a 
unit, according to an evaluation dimension. We can evaluate this criterion according 
to different dimensions: 

1. Coverage Criterion. The activities that lead to achieving the MAS objectives 
must be performed by at least one agent. 

2. Connectivity Criterion. The agents may have to interact in such a way that the 
MAS objectives are reached through cooperatively developed activities, inte-
grated in a global solution.  

3. Capacity Criterion. It refers to the qualities required to perform the necessary 
activities in the MAS. 

b. Clarity Criterion. Possibility of describing and representing the MAS’s conduct, 
in such a way that an external observer is able to understand it.    
c. Robustness Criterion. Degree of degradation of the MAS in the presence of fail-
ure or uncertainty. The failure may be due to a task that was not carried out, because 
of conflict in accessing a resource, etc. We can evaluate this criterion according to 
different dimensions:   

1. Blockage Recuperation Criterion. In the case an agent is waiting for a mes-
sage from another agent, we must make sure that this other agent is not waiting 
for an activity originated by the first agent, directly or indirectly.     

2. Failed Tasks Recuperation Criterion. It is desirable that an agent be capable 
of recuperating if the result of a task does not reach the wanted objective, and 
other mechanisms to achieve the same objectives are known (try another con-
versation, another protocol, etc.).    

3. Team or Coalition Formation Criterion. In case different agents share the 
same objectives, it is desirable to form a coalition to distribute the workload.    

4. Conflict Recuperation Criterion. The agents must be capable of recuperating 
when a conflict of interest arises between them. 

5. Task Redundancy Criterion. We must avoid having an indispensable agent in 
the system because it is the only one that knows how to perform a task.   

d. Independence Criterion. It happens when an agent has the capacity of having its 
own behavior and reacting to external stimuli based on its internal state.   
e. Effective Communication Criterion. It takes place when certain features inherent 
to communication between agents are complied with, for which aspects like synchro-
nization and ontology use must be considered, among other things.    
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3.2   Design Verification Model  

To verify the attained design, it is necessary to carry out the corresponding checks at 
two levels: Macro and Micro.    

Macro Level  
 
At this level the design of each subsystem from the point of view of the MAS is veri-
fied. For this purpose, the MAS is seen from the different levels of abstraction that 
make it up, since it is a MAS [6]. From the highest level, a MAS can be seen as a 
single component S with interfaces, noted as L0, where the information and internal 
processes in it are not specified (the communications and internal processes are hid-
den). Upon descending to the next level of abstraction L1, component S can be seen 
as a collection of agents, which exchange information with each other and with their 
surroundings, besides exercising control over their tasks. Likewise, an agent can be 
broken down into different agents at a further abstraction level Li. 
 
The verification tests to connect an abstraction level Li with the next level Li+1 are 
carried out the following way: each time a component S is broken down, the new 
components Si+1 must be consistent with the previous definition of Si. The compo-
nents of level Li+1 are responsible of the objectives of component Li. The components 
of level Li+1 must be consistent with the coordination model and keep the same exter-
nal interactions as component Li. 

Table 1. Relations to be verified between the defined levels of abstraction 

Nº. RELATION CRITERION 
1 Satisfies-objective relation, (Opt.), one to many, between Com-

ponent of Level Li+1 and Component of Level Li. A component of 
Level Li+1 satisfies one or many objectives of level Li. 

Coverage 
(Coherence) 

2 Made-up-of relation, (Opt.), one to many, between Component of 
Level Li and Component of Level Li+1. A component of level Li is 
made up of one or many components of level Li+1. 

Coverage 
(Coherence) 

3 Related-to relation, (Opt.), one to many, between Component of 
Level Li+1 and Component of Level Li. A component of Li+1 

interrelates to one or many components of level Li and level Li+1. 

 
Connectivity 

4 Performs-task relation, (Opt.), many to many, between Compo-
nent of Level Li+1 and Component of Level Li. The components of 
level Li+1 are responsible of the tasks in level Li. 

 
Coverage 

(Coherence) 
5 Initiated-by relation, (Opt.), one to many, between task of Com-

ponent of level Li+1 and Component of level Li or Li+1. A compo-
nent of level Li+1 performs tasks initiated at the request of one or 
many components of level Li or Li+1. 

 
Independence 

6 Involves relation, (Opt.), one to many, between task of Compo-
nent of level Li+1 and Component of level Li or Li+1. A component 
of level Li+1 performs a task together with one or many compo-
nents of level Li and Li+1. 

Team or Coali-
tion Formation 

(Robustness) 
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Micro Level 
 
At this level the design is validated from the models point of view. In this article the 
design verification is explained through the comparison of each model with the rest of 
the models, known as “Cross-Model” [7]. We are going to represent only some of the 
tables of our “Cross-Model”, for the case of the Agents Model with the rest of the 
models (relationship among agent model and the rest of the models). We must make 
the same thing for the rest of the models (task model versus rest of models, and so 
forth).  
 
Task Model: The agent model provides a frame to detail the agents’ capacities to 
carry out their tasks. The following relations must be verified: 

Table 2. Relations between the Agent Model and the Task Model 

Nº. RELATION CRITERION 
1 Performed-by relation, (Opt.), many to many, between task and 

agent. The tasks are assigned to one or many agents. 
Coverage 

(coherence) 
2 Supplies-ingredient relation, (Opt.), one to many, between agent and 

ingredients. The task ingredients (Inputs) are provided by agents. 
Connectivity 
(coherence) 

3 Receives-ingredient relation, (Opt.), one to many, between agent and 
ingredients. The task ingredients (Outputs) are received by the 
agents. 

Connectivity 
(coherence) 

4 Requires-capacity relation, (Opt.), many to many, between task and 
agent capacity. The necessary capacities to carry out a task are 
specified in detail in the agent capacity entity. 

Capacity 
(coherence) 

5 Satisfies-objective relation, (Opt.), one to many, between task and 
agent. A task can satisfy the objective of one or many agents. 

Coverage 
(coherence) 

6 Recuperates relation (Opt.), one to one, between task and agent. An 
agent recuperates and tries to achieve through other means the 
unaccomplished objective of a task.  

Failed Task Recu-
peration (Robustness) 

7 Requires-independence relation, (Opt.), one to many, between task 
and agent. A task may require for one or many agents to have their 
own behavior, in other words, to have the capacity to decide when a 
task should be carried out.   

 
Independence 

 
Communication Model: Once the communication model has been developed, it can 
re-feed the agents model in order to find out whether it has all the elements that will 
enable it to make the necessary communications.    

Table 3. Relations between the Agents Model and the Communication Model 

Nº. RELATION CRITERION 
1 Involves relation, (Opt.), one to many, between act of speech and 

agent. The acts of speech are executed by one or many agents.  
Coverage (coherence) 

2 Initiated-by relation, (Opt.), one to many, between act of speech and 
agents. The acts of speech are initiated by one or many agents. 

Connectivity (coherence) 

3 Knows-ontology relation, (Opt.), many to many, between agent and 
communication. Each agent must know the ontology used in the 

Effective  Communica-
tion 
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communications where it participates. 
 
Coordination Model: The agent model must be developed before the coordination 
model, providing an initial set of agents with certain abilities and objectives, that will 
help define the conversations required in the system.  

Table 4. Relations between the Agents Model and the Coordination Model 

Nº. RELATION CRITERION 
1 Satisfies-objective relation, (Opt.), one to many, between conversa-

tion and agent. A conversation must satisfy the objective of one or 
many agents. 

Coverage 
(Coherence) 

2 Involves relation, (Opt.), one to many, between conversation and 
agent. The conversations are executed by one or many agents. 

Connectivity 
(Coherence) 

3 Requires-capacity relation, (Opt.), one to many, between interaction 
and agent. The capacities shown by an agent in a conversation are 
specified in detail in the agent capacity entity. 

Capacity 
(Coherence) 

4 Requires-synchronization relation, (Opt.), one to many, between 
conversation and agent. A conversation needs synchronization 
between the agents involved in it.  

 
Effective Com-
munication 

5 Provides-service relation, (Opt.), One to one, between agent and 
conversation. Through a conversation, an agent provides services to 
other agents.  

Connectivity 
(Coherence) 

6 Initiated-by relation, (Opt.), one to many, between conversation and 
agent. The conversations are initiated by one or many agents. 

Connectivity 
(Coherence) 

 
Intelligence Model: The intelligence model is used to describe the agents’ intelligent 
capacities (learning, reasoning capacity, among others). 

Table 5. Relations between the Agents Model and the Intelligence Model 

Nº. RELATION CRITERION 
1 Requires-reasoning-capacity relation, (Opt.), one to one, between 

agent and decision-making. 
Capacity (coherence) 

 

4   Study Case: Design Verification of a Community Manager 
System for an Operating System  

As a study case we will consider the design of the Web Operating System (WOS) 
described in [1], since the WOS was designed in its entirety as a MAS. We can break 
it down according to the levels of abstraction mentioned in macro level. Additionally, 
at the micro level, we will validate the Community Manager Subsystem’s design 
(CMS) [1, 3], which is one of the subsystems of WOS. At the highest level, the WOS 
can be seen as a single component S with interfaces, noted as L0, where the informa-
tion and internal processes in it are not specified.  At the next level of abstraction L1, 
component S can be seen as a collection of agents or sub-components Si (Subsystems) 
that reach the objectives of the WOS, and sub-sequentially, each subcomponent Si or 
subsystem can be seen as a collection of agents that achieve the objectives of that 
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subsystem (see figure 1). The WOS subsystems are: RMS (Resource Manager Sys-
tem), LRMS (Local Repositories Manager System), RRMS (Remote Repositories 
Manager System), WOMS (Web Object Manager System) and CMS (Community 
Manager System). As an example of the next level, the CMS agents are: Community 
Administrator (CA) and Search Coordinator (SC).   

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Levels of Abstraction and WOS breakdown 

4.1 Analysis of the Results at the Macro Level Verification 

It was proven that at the macro level, that the design of the CMS proposed in [1, 3] 
coherently satisfies the objectives set in the WOS (see table 1). Likewise, it was also 
proven that the interactions of the CMS subsystem with the rest of the WOS subsys-
tems are performed in a coordinated way. In regards to the CMS breakdown, we can 
note that it is made up of 2 agents: the Search Coordinator Agent and the Community 
Administrator Agent, which help satisfy the objectives set for the CMS (see table 1). 
Additionally, the CMS relations described in table 1 are kept by the CMS agents, and 
the tasks that have to be carried out by the CMS are distributed between the two 
agents.   

4.2 Results Analysis of the Verification of the CMS design at the Micro Level 

Let us take a look at the results observed for each cross model performed for the 
CMS: 
Agents Model vs. Task Model: It was verified that all the CMS tasks are assigned to a 
CMS agent; all the ingredients required or provided by the tasks are supplied or re-
ceived by agents defined in the WOS; all the CMS agents satisfy their objectives by 
performing the tasks defined in the tasks model; the capacities required by the tasks 
are provided by the agents that perform them (defined in the agents model), and 

   A A b b s s t t r r a a c c t t i i o o n n     L L e e v v e e l l     L L 0 0 : :     

A A b b s s t t r r a a c c t t i i oon n     L L e e v v e e l l     L L 1 1 : :     

A A b b s s t t r r a a c c t t i i o o n n     L L e e v v e e l l     L L 2 2 : :     

W OS ( SOW )  

L RMS  R R M M S S   RR MS W OMS C MS   

CA   SC   
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lastly, it was indicated which tasks need independence and robustness on the part of 
the agents that carry them out (table 2). 
Agents Model vs. Communication Model: the ontology used, the agents involved, 
and who initiated each act of speech of the designed communication model coincide 
with the defined agents and the known ontology for each CMS agent (table 3). 
Agents Model vs. Coordination Model: it was validated that the involved agents, the 
objectives to be satisfied, the required capacities, the services provided and the syn-
chronizations required by the CMS coordination model correspond to the agents, 
objectives, capacities and services defines in the CMS agent model (table 4). 
Agents Model vs. Intelligence Model: it was verified that the reasoning capacities set 
in the intelligence model for the CMS agents, correspond to the reasoning capacities 
defined for the CMS agent model (table 5).   
Task Model vs. Communication Model: it was proven that the CMS tasks are exe-
cuted through service requests to the CMS agents, and for this purpose, the CMS 
agents and, the WOS agents in general, interact through the speech acts reflected in 
the CMS Communication model.  
Task Model vs. Coordination Model: it was verified that the entry and exit ingredi-
ents required in the CMS task model, correspond to the ingredients exchanged by the 
agents in the CMS coordination model. 
Task Model vs. Intelligence Model: the reasoning capacities required by the tasks 
performed by the CMS agents, are considered in the intelligence model of them. 
Coordination Model vs. Communication Model: every speech act required in the 
CMS coordination model is defined in the CMS communication model.  
Coordination Model vs. Intelligence Model: It was verified that the reasoning ca-
pacities required by the conversations in the CMS coordination model are included in 
the intelligence model of the CMS agents.   
Communication Model vs. Intelligence Model: the reasoning capacities required by 
the speech acts are considered in the intelligence model of the CMS agents. 

5 Conclusions  

A methodology that has been proposed to specify MAS is the MASINA methodology 
[2]. MASINA is an extension of the MAS-CommonKADS methodology [4] to take 
into account MAS specification needs, such as task planning specification, intelli-
gence notion, exchange of information with agent-oriented communication lan-
guages, code mobility or motivation of system components. But the efficient design 
of a MAS through a given methodology cannot be complete without some form of 
design verification. In this article a MAS design verification method is proposed 
according to MASINA, one that is highly effective and exhaustive when validating 
objectives, properties, structures, communication and interaction of each agent in the 
MAS. It also evaluates certain MAS criteria such as coherence, independence and 
robustness, among others. For this purpose the MAS architecture verification is per-
formed from different levels of abstraction (macro level) and through MASINA cross 
model (micro level). Through the defined verification process we can detect whether 
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there are any unused elements, and whether there are any contradictions or ambigui-
ties in the design.   
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