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Abstract 
 
When we obtain an optimal solution using GA (Genetic Algorithm), operation such as 
crossover, reproduction, and mutation procedures is using to generate for the next generations. 
In this case, it is possible to obtain local solution because chromosomes or individuals which 
have only a close affinity can convergent. To improve an optimal learning solution of GA, this 
paper deal with applying PSO (Particle Swarm Optimization) and Euclidian data distance to 
mutation procedure on GA’s differentiation to obtain gobal and local optimal solution together. 
 
Keyword ： Genetic algorithm, Particle swarm optimization, Hybrid system, optimal 
algorithm 
 

I. Introduction 
 
The In the last decade, evolutionary based approaches have received the increasing 
attention of engineers dealing with problems not amenable to existing design theories: 
[1]. A typical task of a GA in one of artificial intelligence in this context is to find the 
best values of a predefined set of free parameters associated to either a process model 
or a control vector. One of an active area of research in GA is system identification: 
[2]. A recent and thorough survey of evolutionary algorithms for evaluation of 
improved learning algorithm, control system engineering can also be found in [3, 4]. 
The general problem of evolutionary based engineering system design has been 
tackled in various ways. GA has also been used to optimize nonlinear system 
strategies. Among them, a large amount of research focused on the design of fuzzy 
controllers using evolutionary approaches for knowledge about the controlled process 
in the form of linguistic rules and the fine tuning of fuzzy membership function is 
often necessary to reach satisfactory results. [7] 
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In this paper, to improve an optimal learning solution of GA, we apply PSO (Particle 
Swarm Optimization) and Euclidian data distance to mutation procedure on GA’s 
differentiation. This research can have global and local optimal solution together and 
faster solution without any local solution through this approach. We use four test 
functions for proof of this suggested algorithm.  
 

II. Euclidian distance for GA-PSO 
 

A. Overview of PSO 
The PSO conducts searches using a population of particles which correspond to 
individuals in GA. A population of particles is randomly generated initially. 
Each particle represents a potential solution and has a position represented by a 
position vector. A swarm of particles moves through the problem space, with 
the moving velocity of each particle represented by a velocity vector. At each 
time step, a function representing a quality measure is calculated by using the 
results of crossover and mutation as input. Each particle keeps track of its own 
best position, which is associated with the best fitness it has achieved so far in 
a vector. At each time step, by using the individual best position, and global 
best position, the flexibility of PSO to control the balance between local and 
global exploration of the problem space helps to overcome premature 
convergence of elite strategy in GA, and also enhances searching ability. Of 
course, GA with Euclidean data distance is used for hybrid system with PSO. 

B. Improvement of GA by PSO 
The characteristic of hybrid system of PSO and GA have been studied [3-5]. 
This paper focuses on hybrid system using GA and PSO based on Euclidean 
distance. Position and speed vector of PSO is given by 
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n : The number of agent in each group, m : The number of member in each 
group, t : Number of reproduction step, ( )t

gjv , : The speed vector of agent j in 

reproduction step of tht . ( ) max
,

min
g

t
gjg VvV ≤≤ , ( )t

gjk , : The position vector of 

agent j in reproduction step of tht , w : Weighting factor, 2,1 cc : Acceleration 
constant, )(),( Randrand : Random value between 0 and 1, jpbest : Optimal 
position vector of agent j , gbest : Optimal position vector of group. 
The value of position vector and speed vector is determined by acceleration 
constant 2,1 cc . If these values are large, each agent moves to target position 
with high speed and abruptly variation. If vice versa, agents wander about 
target place. As weighting factor w  is for the searching balance of agent, the 
value for optimal searching is given by  
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where maxw : Max mum value of w  (0.9), minw : Minimum value of w  (0.4), 

maxiter : The number of iterative number, iter : The number of iterative at 
present.  
The speed vector is limited by ( ) max

,
min

g
t
gjg VvV ≤≤ . In this paper, the value of 

speed vector for each agent is limited with 1/2 to avoid abrupt variation of 
position vector. Computing process for each step is as the following step. 
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Fig. 1. Calculation procedure of GA-PSO algorithm. 
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[Step 1] Initialize each variables of GA; [Step 2] Initialize each 
variables of PSO.; [Step 3] Calculate affinity of each agent for 
condition of optimal solution of GA. At this point, optimal 

- GA - PSO 
- GA - 
UnivSel 

Fig. 2 (a). Fox hole. 

result of different result of different 

Fig. 2(b). Fox hole. 
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position condition of PSO is introduced into GA; [Step 4] 
Arrange the group of PSO and agent in GA; [Step 5] Update 
position vector pbest  and speed vector gbest ; [Step 6] Operate 
crossover in GA using Euclidian distance and position vector 
PSO; [Step 7] Operate mutation in GA; [Step 8] If condition of 
GA is satisfied with target condition (the number of iteration and 
target value), processing for reproduction stops. In this paper, at 
first time, position of individual on data set is calculated by 
Euclidean distance based method and then mutation and crossover 
is performed to improve running speed on optimal process. 
Therefore, it is able to obtain global optimal solution because all 
data effect solution. Fig. 2 represents relationship between 
objective function and generation to the number of particle in 
PSO. 
 

III. Simulation and Discussion 
In this section, test function, Fox hole  

( )
1125

1

2

1

6
4 002.0

−−

= = ⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−++= ∑ ∑

j i
iji axjF   

is applied to the proposed system.  
   
Fig. 2 and Table 1 are for the results of Fox hole function. These illustrate the 
proposed system is the faster stability, when GA – PSO, GA – RemSel, GA – 
UnivSel, and GA – RwSel vary. 
 

IV. Conclusion 
Generally, the GA uses three basic operators (reproduction, crossover, and 
mutation) to manipulate the genetic composition of a population. Reproduction 
is a process by which the most highly rated individuals in the current 
generation are reproduced in the new generation.  
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Table 1. Comparison to Fox function. 

 x1 x2 
Optimal value of 
objective function 

(1.0e-005*) 

Average value of 
objective 
function 

GA - PSO 3.5844 -1.8481 0.0002 0.0285 
GA - RemSel 3.0000 2.0000 0.0003 1.1161e-005 
GA - UnivSel 2.9998 2.0002 0.1121 2.1361e-005 
GA - RwSel 3.0000 2.0000 0.0003 1.0902e-005 

 
 

The crossover operator produces two offsprings (new candidate solutions) by 
recombining the information from two parents. In this paper, GA Euclidian 
based distance conception and PSO are introduced into enhancement of 
optimal learning of the conventional. By Euclidian distance, total data set can 
have an effect on mutation or crossover of GA. Therefore, GA can provide for 
the exact optimal solution, while it can avoid local optimal. On the other hand, 
this paper deals with applying PSO (Particle Swarm Optimization) to have a 
faster convergence. A candidate solution for a specific problem in GA is called 
an individual or a chromosome and consists of a linear list of genes. Each 
individual represents a point in the search space, and hence a possible solution 
to the problem. A population consists of a finite number of individuals. Each 
individual is decided by an evaluating mechanism to obtain its fitness value. 
Based on this fitness value and undergoing GA-PSO operators with Euclidian 
distance, a new population is generated iteratively with each successive 
population referred to as a generation. In case of PSO, it can have the faster 
convergence and function to limit data. The GA-PSO system proposed in this 
paper can have a superiously optimal solution function to local optimal and 
total optimal method. 
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