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Abstract 
 
In many data mining tasks, there is a large supply of unlabeled data but limited labeled data 
since it is expensive generated. Therefore, a number of semi-supervised clustering algorithms 
have been proposed, but few of them are specially designed for high dimensional data. High 
dimensionality is a difficult challenge for clustering analysis due to the inherent sparse 
distribution, and most of popular clustering algorithms including semi-supervised ones will be 
invalid in high dimensional space. In this paper, a semi-supervised hierarchical clustering 
algorithm for high dimensional data is proposed, which is based on the combination of semi-
supervised clustering and dimensionality reduction. In order to achieve high harmony between 
dimensionality reduction and inherent cluster structure detection, the number of dimensions is 
reduced sequentially as the clusters are gradually formed in the hierarchical clustering 
procedure. The experimental results show the effectiveness of our method. 
Keywords: Clustering analysis, dimensionality reduction, semi-supervised learning, high 
dimensional space 
 

I. Introduction 
As the data mining problem often involves a large amount of unlabeled data and a 
relative small amount of labeled data, consequently, learning with both labeled and 
unlabeled data that is known as semi-supervised learning, has become a topic of 
significant recent interest [1,2]. In this paper, we focus on semi-supervised clustering 
in which labeled data is employed to improve the clustering performance. 
 
Some semi-supervised clustering algorithms have been presented [3,4], but few of 
them are specially designed for high dimensional data. In most of clustering 
applications such as image processing, pattern recognition, computational biology, 
and web information retrieval, the data need to be processed are always in high-
dimensional space. High dimensionality not only makes computational cost very 
expensive, but also makes many popular clustering algorithms invalid due to sparse 
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density distribution. Therefore, the curse of dimensionality must be given a significant 
amount of research attention in semi-supervised clustering. 
 
Dimensionality reduction is thought as an effective way to solve high dimensional 
problem. In most cases, dimensionality reduction is carried out as a preprocessing 
step, for example, linear/nonlinear discriminant analysis (LDA/NDA) and principal 
component analysis (PCA) are popular used in classification and clustering problems 
respectively [5]. However, PCA does not always enhance the quality of clustering 
since PCA based dimensionality reduction may destroy the inherent cluster structure 
in most cases. Recently spectral embedding and manifold learning such as spectral 
clustering [6], Neighbourhood component analysis [7], Isomap [8], and locally linear 
embedding [9], are used instead of PCA, which can estimate intrinsic dimensions that 
well reflect clustering structures. The foundation of these methods is dependent on the 
estimation of local density distribution, but this estimation is very difficult in high-
dimensional space. Therefore, most of studies of high-dimensional data clustering 
always use more complicated schemes to incorporate dimensionality reduction into 
clustering procedure instead of using dimensionality reduction as preprocessing step, 
i.e., two problems of partitioning a data set and finding a reduced dimensionalities are 
solved at the same time. 
 
Aiming at two principal clustering methods of partitioning clustering and hierarchical 
clustering, the existing dimensionality reduction based clustering methods can be also 
divided into these two classes. Friedman and Meulman propose a new partitioning 
criterion based on subsets of attributes, in which the distance between a pair of points 
is measured on a subset of attributes rather than on all of them simultaneously [10]. 
Roth and Lange use a classical EM algorithm to combine feature selection and 
clustering, in which the E-step is estimated by the fuzzy/probabilistic clustering based 
on Gaussian mixture model, and the M-step is formulated as a LDA problem where 
the fuzzy/probabilistic membership is used as the information of labeling [11]. Ding 
et al use cluster membership as the bridge to connect the clusters defined in the 
reduced dimensional space and those defined in the full dimensional space [12]. 
Aggarwal and Yu propose a generalized projected clustering method for high 
dimensional data [13], which finds the best projection for each cluster in such a way 
that the greatest amount of similarity among the points in that cluster can be detected. 
Hierarchical clustering technique is used in this method as a main frame, but the idea 
of partitioning clustering is also used to always associate a current cluster with each 
of the points. In general, partitioning technique based methods are very sensitive to 
data distribution. If a distribution does not conform to the presumed prototype, it will 
become less effective. And hierarchical technique based methods are more versatile 
since they can identify some irregularly shaped or non-globular clusters, but their 
computational cost is very high for large data set. 
 
Compared with the above methods, our semi-supervised hierarchical clustering 
algorithm for high dimensional data has two distinct features: 

 Agglomerative hierarchical clustering technique is used to deal with the cluster 
structures with non-spheric shapes. The labeled examples are used as the initial 
seeds of cluster. In clustering procedure, the unlabeled examples that are closest 
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to the existed clusters, are assigned to the corresponding clusters and given a 
specific cluster label, which is different from the unsupervised hierarchical 
clustering algorithm that initializes each unlabeled examples as a cluster, then 
successively agglomerates these clusters. Since we only need to calculate the 
distance between the residual unlabeled examples and the existed clusters in each 
iterative phase, the computational cost can be saved. 

 In clustering procedure, as the unlabeled examples are gradually transformed to 
the labeled examples by agglomerative operations, the number of dimensions is 
also gradually reduced by dimensionality reduction algorithm. Clustering and 
dimensionality reduction are run as an iterative sequential procedure. It is based 
on the idea that clustering and dimensionality reduction are dependent on each 
other, and they are an integrated system. Since both labeled and unlabeled 
examples exist in clustering procedure, a semi-supervised dimensionality 
reduction algorithm is proposed, by which the information contained in both of 
the labeled and unlabeled examples can be utilized to determine a reduced 
subspace. 

This paper is organized as follows. In the next section, our method is introduced in 
detail. The empirical results are discussed in section III. Finally, we present the 
conclusions and summary in section IV.  
 

II. Algorithms 
The key issue of high dimensional clustering is formulating a suitable mechanism to 
keep functional harmony between dimensionality reduction and clustering. For 
clustering with unlabeled examples, although some unsupervised dimensionality 
reduction or feature extraction methods such as PCA, independent component 
analysis, factor analysis can preserve the main information of a data set according to 
their respective focuses, but their criteria are always not consist with the criterion of 
clustering, i.e., inherit cluster structures are destroyed severely in many cases. We 
think that some information concerning class labeling may be required as a bridge to 
reach functional harmony for clustering problem. Obviously, the cluster membership 
can be utilized instead of class labeling, but there is a dilemma whether to do 
clustering first or do dimensionality reduction first. 
 
In order to solve this problem, we propose a semi-supervised hierarchical clustering 
algorithm, in which the dimensionality is gradually reduced with a semi-supervised 
dimensionality reduction algorithm as clusters are gradually formed. The validity of 
our method is based on the fact that the importance of the labeling information 
becomes more and more important as number of dimensions is gradually reduced. 
 

A. Semi-Supervised Dimensionality Reduction  
Given a data set }terclass/clus{)},(,),,{( 11 ×∈= d

nn yyD Rxx L  and n is the 
total number of data, d is the number of original dimensions, x  is the data vector, and 
y is the class label. D can be divided into two sets { }D L U= ∪ , where L is the set 
of labeled data with known class labels and U is the set of unlabeled data. The semi-
supervised dimensionality reduction algorithm is an optimization based on these two 
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types of data, and the criterion of optimization is a combination of LDA and PCA that 
are popular dimensionality reduction techniques used for labeled and unlabeled data 
respectively. 
 
For the set of labeled examples L, LDA is given by a linear transformation matrix 

ld×∈RW  maximizing the so-called Fisher criterion 
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Each example x  in L belongs to a specific class iC , and c is the number of classes; 
im  and ip  are the mean vector and a priori probability of class iC  respectively; bS  

and wS  are the between-class and within-class scatter matrices respectively. The 
purpose of LDA is to maximize the between-class scatter while simultaneously 
minimizing the within-class scatter in the reduced l-dimensional space.  
 
For the set of unlabeled examples U, PCA derives a relative small number of 
decorrelated linear combinations (principal components) of a set of random variables 
while retaining as much of the information from the original variables as possible. If 
we let the mean of the data set be zero, PCA is given by a linear transform 

d l×∈W R  maximizing the covariance matrix based criterion 
WRWW xx

T
PJ =)(                                                                  (5) 

}{ UxE k
T

kk ∈= xxRxx                                                            (6) 

PCA can be converted to an eigenvalue problem of xxR , and the l principal 
components in W are the eigenvectors corresponding to the l largest eigenvalues of 

xxR . 
 
If there exist a hybrid data set with labeled and unlabled examples, a good 
dimensionality reduction method should make full use of them together. Therefore, 
the following criterion can be naturally proposed for the hybrid data set D 
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W can be obtained by maximizing the criterion )(WHJ . In right side of the above 
equation, the first term is the criterion of LDA and the second term is the criterion of 
PCA, and their importance is determined by the weighted variable α . 
 
In order to reduce its computational cost, a simpler criterion is required. Li et al. 
proposed a new feature extraction criterion, the maximum margin criterion (MMC), 
for labeled data set, which has been proved efficient, accurate, and robust [14]. In this 
paper, we propose a MCC based semi-supervised dimensionality reduction algorithm.  
 
MMC based dimensionality reduction for the labeled set L, makes a example be close 
to those in the same class but far from those in different classes after the 
dimensionality reduction. The margin criterion is defined as 
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The margin criterion (8) can be easily simplified to 
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The reduced dimensional vector W is obtained by maximizing 
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For unlabeled data set U, the margin criterion can be written as 
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The MMC criterion of semi-supervised dimensionality reduction for the hybrid set D 
is defined as 

))(()( WRSSWW xxα+−= wb
T

H trJ                                             (15) 

Let ][ 1 l,, wwW LL=  be an orthogonal matrix whose columns satisfy 

)( l
T

ijj
T

i IWWww == δ                                                     (16) 
Then we solve the following constrained optimization 

l
T

l

k
kwb

T
k

IWW

wRSSw xx

=

+−∑
=

    subject to

)(max       
1

α
                                             (17) 



 
 
 
 
 
 
 
 
International Journal of Information Technology, Vol.12, No.3, 2006 

                                                                                                                                                             59

)(WHJ  is maximized when W is composed of the first l largest eigenvectors of 
xxRSS α+− wb  [15]. Compared with maximizing the criterion (7), the criterion (17) 

is easier to be optimized. 
 

B. Clustering Algorithm 
As the labeled data set L can be used as the seeds of the cluster to build an initial 
clustering result in the hierarchical clustering procedure, the latter agglomerative 
operations are simplified to a procedure of the unlabeled examples being assigned to 
the existing clusters. Therefore, in every iterative clustering phase, the examples are 
classified into two sets: a current labeled set that includes the examples having been 
existed in the clusters and a current unlabeled set that includes the examples having 
not been clustered. At the same time, the semi-supervised dimensionality reduction 
procedure is completed with these two types of data sets in each iterative phase, and 
the next agglomerative procedure can be done in the new dimensional space. After the 
iterative phases, finally all unlabeled examples are assigned to the clusters, and the 
number of dimensions is decreased to the prior defined value. The detailed algorithm 
for semi-supervised hierarchical clustering is described as follows. 

Algorithm: semi-supervised hierarchical clustering 

(Number of clusters: c 
 Number of data points: n, which contains n1 labeled points and n2 

unlabeled points, and 21 nn +  
 Number of original dimensions: d  
Number of reduced dimensions: l ) 

{lk ⇒ the number of current dimensions; 1{ , }k k kcC C C= L ⇒ current 
clusters; kn2  ⇒ the number of current residual unlabeled points} 

1. Pick all labeled points as the seeds of clusters, and each initial cluster 
in 0 01 0{ , }cC C C= L  includes the examples with the same class label. 

2. While 2 0kn >  

2.1   begin Clustering process 
                  for  j=1: m∆  

      find an unlabeled point ix  that is closest to one of the 
current clusters kiC  

      merge ix  into kiC  

end 

1{ , }k k kcC new C C= L  

2 2k kn n m= −∆  
        end 
2.2   begin dimensionality reduction process 

                reduce the number of dimensionality from kl  to k kl l d= −∆  with 
the semi-supervised dimension reduction algorithm. The 
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points in 1{ , }k k kcC C C= L  are used as labeled data, and 
the residual unlabeled 2kn  points are used as unlabeled 
data. 

            end 
3. end  

{In each iterative phase, the number of dimensions and unlabeled points 
are reduced by d∆ and m∆ respectively} 
 

C. Parameter Setting 
In our algorithm, some parameters should be set in advance. 
• The weighted variable α  that determines the importance of the PCA criterion 

relative to the LDA criterion. Generally the value of α  can be given as 1. If 
1>>α , semi-supervised dimensionality reduction degenerates to PCA, while if 

10 <<<α , it degenerates to LDA. 
• The number of dimensions and the number of unlabeled points, which should be 

reduced in each iterative phase. If we suppose that the number of dimensions is 
reduced by d∆  in each iterative phase, the number of iterations can be 
determined by dldk ∆−= /)( , and the number of unlabeled labeled examples 

that are assigned to the current clusters is knm /2=∆  in each iterative phase. 
In our experiments, d∆  is valued by 1. If we want to save computational time, 
i.e., decreasing the number of iterations, d∆  can be valued by a large positive 
integer. 

 

III. Experimental Evaluation 
We illustrate the semi-supervised dimensionality reduction based hierarchical 
clustering on several data sets of UCI machine learning repository. The performance 
measure is based on the matching between the clustering result and the classification 
benchmark 
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},,{ 1 cYYY L=  is the classification benchmark. 
 
For the semi-supervised clustering, we randomly select a part of examples in the 
dataset to build a labeled set L, and the rest examples are used as the unlabeled set U. 
The proportion of labeled examples in the whole data size is defined as 5% in our 
experiments. 
 
In the following experiments, we compare three clustering methods: semi-supervised 
hierarchical clustering on the original dimensional space without dimensionality 
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reduction (M1), semi-supervised hierarchical clustering on the reduced dimensional 
space that is derived by unsupervised dimensionality reduction method - PCA (M2), 
and our semi-supervised hierarchical clustering (M3). The mean and minimum 
distance measures are chosen as the distance measure between an unlabeled point and 
a cluster. 
• Pima Indians Diabetes Diagnoses data set (table 1): This data set includes 2 

classes, 765 instances, and 8 attributes. 
• Johns Hopkins University Ionosphere data set (table 2): This data set includes 2 

classes, 351 instances, and 34 attributes. 
• Optical Recognition of Handwritten Digits data set (table 3): This data set 

includes 10 classes, 3822 instances, and 64 attributes. 
From the above three experiments, it is shown the performance of our method is 
always better than the other two methods. The value of α  affects the clustering 
performance, so this parameter needs to be carefully chosen. In general, 110 << α.  
is suitable, that is the labeling information should be given a large weight relative to 
unlabeling information. 
 

IV. Conclusions 
In this paper, the problem of semi-supervised clustering for high dimensional data set 
is discussed. The proposed algorithm is based on semi-supervised hierarchical 
clustering frame in which the clusters are formed gradually from a small amount of 
labeled examples as seeds by assigning unlabeled examples to the existed clusters 
according to their distances. In the hierarchical clustering procedure, dimensionality 
reduction is incorporated, and the number of dimensions is reduced gradually as the 
final clusters are formed. The criterion of dimensionality reduction is dependent on 
both the labeled data in the current clusters and the unlabeled data that have not been 
assigned to the current clusters. Through the iterative clustering − dimensionality 
reduction − clustering procedure, the harmony between clustering and dimensionality 
reduction is reached, and these two tasks are integrated into a harmonious system. The 
experimental results also demonstrate the effectiveness of our method. However, how 
to automatically determine suitable values for the parameters in our methods, and how 
to improve the computational effectiveness for large scale data sets, are need to be 
further studied in the future. 
 
Table 1. Comparative experimental results on Pima Indians Diabetes Diagnoses 

data set 
Method: clustering methods 
Proportion: the proportion of the labeled examples in a data set 
Dimension: the final reduced number of dimensions 
α : weighted variable 
Measure: the type of distance measure 
Accuracy: clustering performance measure (correct rate) 
 

Method Proportion Dimension Measure α  Accuracy 
M1 5% 8 mean  63.28% 
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M2 5% 2 mean  63.15% 
M3 5% 2 mean 0.1 69.01% 
M3 5% 2 mean 1 67.34% 
M3 5% 2 mean 10 63.15% 
M1 5% 8 min  70.70% 
M2 5% 2 min  69.40% 
M3 5% 2 min 0.1 73.18% 
M3 5% 2 min 1 72.53% 
M3 5% 2 min 10 70.57% 

 
Table 2. Comparative experimental results on Johns Hopkins University 

Ionosphere data set 
 
Method Proportion Dimension Measure α  Accuracy 

M1 5% 34 mean  71.79% 
M2 5% 5 mean  72.65% 
M3 5% 5 mean 0.1 86.61% 
M3 5% 5 mean 1 82.93% 
M3 5% 5 mean 10 73.22% 
M1 5% 34 min  68.38% 
M2 5% 5 min  69.23% 
M3 5% 5 min 0.1 85.47% 
M3 5% 5 min 1 83.48% 
M3 5% 5 min 10 70.66% 

 
Table 3. Comparative experimental results on Optical Recognition of 

Handwritten Digits data set 
 
Method Proportion Dimension Measure α  Accuracy 

M1 5% 64 mean  90.14% 
M2 5% 8 mean  89.22% 
M3 5% 8 mean 0.1 91.29% 
M3 5% 8 mean 1 91.31% 
M3 5% 8 mean 10 89.64% 
M1 5% 64 min  90.37% 
M2 5% 8 min  88.63% 
M3 5% 8 min 0.1 91.78% 
M3 5% 8 min 1 91.45% 
M3 5% 8 min 10 91.31% 
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