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Abstract 
In order to improve online learning speed and accuracy of CMAC, a fuzzy CMAC neural network 
model based on credit assignment concept is designed. In the conventional CMAC and fuzzy CMAC 
learning scheme, the corrected amounts of errors are equally distributed into all addressed 
hypercubes, regardless of the credibility of those hypercubes values. The proposed improved 
learning approach is to use the learned times of the addressed hypercubes as the credibility 
(confidence) values of hypercubes learned, the corrected amounts of errors are proportion to the 
inversion of the learned times of the addressed hypercubes, With this idea, the learning speed 
demonstrated from examples can indeed become very fast. 
Keyword: FCMAC, FCACMAC, Credit assignment, Nonlinear identification. 

I. Introduction 
 
During online identification of the nonlinear dynamic systems, the conventional reasoning method 
and Kalman algorithm can not meet the expected effect for their real time problem; the BP neural 
network[1-2],etc, for its low speed converge and lowest points existing in particular areas, can not 
only meet the real time requirement, but also has an inaccuracy in identification, and is not often 
used in online learning. Since the time when Albus proposed a cerebellar modal articulation 
controller CMAC[3-4], the CMAC was paid extensive attention for its advantages of fast converge 
speed and partial generalization ability[5-6]. Document [7] proved that the CMAC is able to 
approximate any nonlinear function in unlimited accuracy if the input space was quantized perfectly 
and the resolution is high enough, but the higher the quantized class, and the higher the storage 
expense and more complex calculating, which lead to lower converge speed; at the same time, 
because of the part receptive field, the storage is sparsely distributed, and the usual solution is to use 
HASHING technique which produces data collision and may also lower the approximate ability of 
CMAC. In view of this, documents [8-9] introduced fuzzy set to CMAC and proposed a fuzzy 
CMAC algorithm, document [10] produced a self-organizing hierarchical CMAC on the high 
dimension classification problems, which omits discreting, quantizing, coding, HASHING mapping 
and etc., improves the learning accuracy and speed, but the converge speed can not also meet the 
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requirement of real time online application. Carefully analyzed, we can see that all the former 
models of improved CMAC is on the storage hypercube being addressed and output calculating 
stage; on the network weight adjusting stage, the corrected amounts of errors are equally distributed 
into all addressed hypercube, regardless of the credibility of those hypercube values. Such weight-
refreshing algorithm violates the credit assignment concept, and the refreshed effect should be 
associated with the credibility of the addressed hypercube[11]. This paper introduced the credit 
assignment concept in document[12] into fuzzy CMAC (FCMAC) weight adjusting, proposed a 
credit assignment-based fuzzy CMAC (FCACMAC) learning algorithm, and the learning of the 
network is more rational and effective. The simulation result shows that FCACMAC has a relative 
better learning speed and accuracy. 

II. Conventional CMAC and fuzzy CMAC model 
 

A. Conventional CMAC 
The basic concept of CMAC is to store the learning data (knowledge) into overlapped storage 
hypercube(remembering space), and its output is the addition of data in addressed hypercube. 
Two kinds of operating are included in the conventional CMAC, one is calculating the output 
result and the other is the adjustment of weight. The CMAC network. can be applied to 
approximate function , in which , and can be realized by 
mapping , A stands for N dimensioned storage space,  is the binary 
associate vector, and let the input 
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output. The mapping  will usually undergo discreting, quantizing, coding, HASHING 
mapping and etc., as the increasing of the input dimension and approximation accuracy, the 
quantizing grade will definitely increase, the complexity of the CMAC operation will jump 
sharply, and the real time learning characteristic will slow down. On the stage of weight 
adjusted of the network, the conventional CMAC equally distributed the corrected amounts of 
errors into all addressed hypercube, and to storage hypercube 
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Where sy is the desired value, η  is the learning step, in the conventional CMAC, η  is a 
constant, then the errors were equally distributed into  addressed hypercubes. We know that 
the weights of CMAC has included the former learned knowledge after times of iteration, 
however not each addressed hypercube has the same learning experience, which leads to the 
differences in the reliability of each addressed hypercube’ s weight and each addressed 
hypercube has different contribution to errors, that’s to say, no same credit assignment should 
be existed in  addressed hypercube. If these differences were ignored and all addressed 
hypercube gained the same amount of errors, then the errors produced by the state not been 
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learned would cause “corruption” to the former learned information, and so in the network 
learning process, the desired data could only be gained after many times of learning. 
For dynamic systems online identification, the real time characteristic is highly demanded, and 
under certain circumstance, the work should be finished in one circle or two, so the 
conventional CMAC can not meet the demand. 
 

B. Fuzzy CMAC neural network 
In order to improve the accuracy and real time character of CMAC learning algorithm, on the 
network output calculating stage, document [6] and [7] absorbed fuzzy self-organization 
competing algorithm to restructure the conventional CMAC neural network. The following 
definition are made here: 
Definition 1: assume that the NL hypercube addressed by a certain input x in CMAC can be 
recognized as a subspace  which is centered at and has a width of 2jΨ jz δ , we call jΨ  as 
association field. For the conventional CMAC, if jja Ψ∈ , then , or else 1=ja 0=ja . The 
association fields are overlapped, which enables a certain generality ability of the network. 
Definition 2: assume that input , association field nRx∈ jΨ ),...,2,1( LNj =  and is centered at 

, the radium is jz δ , if each hypercube is manifested by a vector which has the same 
dimension with the input, then the association index will be: 
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Base on the definition of association field, a fuzzed association vector  
will be gained, and the output of FCMAC will be: 
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If ),...,1(,1 Lfj Nja == , and  when other situation, then  becomes binary vector 
, and we can see that the conventional CMAC is a particular situation of FCMAC.  At the 

same time, as the absorption of association field, the discreting, quantizing, coding, HASHING 
mapping are unnecessary. The self-organizing competing algorithm is adopted to decide the 
area of association field, and the self-organizing partition can be realized. 
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Document [8] adopted the following algorithm to realize the weights adjusted of the network: 
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Here the updating of weights is in proportion to the hypercube’ s association index , and the 
learning step 

fja
η  is still a constant, meaning that during the weight updating of fuzzy CMAC, 

errors are equally distributed into each addressed hypercube regardless of each addressed 
hypercube’ s contribution ratio to the errors; that’s also to say, for addressed hypercube of 
different updating times, after k  times of learning, the reliability of their weights will be seen 
as the same. Such weight updating algorithm is the same with conventional CMAC, completely 
violates the definition of credit assignment, and leads to the bad results that those hypercube 
who should not be updated or update slightly needs constant learning and updating, while those 
who made great contribution to the errors and should undergo more times of updating, 
conversely decrease their updating times. In order to reach the predetermined approximation 

                                                                                                                                                                3



Daqi Zhu and Min Kong 
A Fuzzy CMAC Neural Network Model Based on Credit Assignment 

accuracy, the network has to learn many times, therefore the learning efficiency is decreased 
and the learning time is prolonged. 
 

C. Credit assignment-based fuzzy CMAC(FCA-CMAC) 
In order to improve the learning efficiency of CMAC and avoid the “ correction” effect, the 
correcting errors should be distributed in accordance to the hypercube’ s reliability. However, 
no effective methods have been developed to decide which hypercube should pay much more 
responsibilities to the current errors. In other words, no good methods have be produced to 
decide the reliability of the hypercube’ s weight. The only available information is the current 
weight updating times of the hypercube. Document [12] assume that the more the hypercube 
updates, the more reliable the stored data are. So the learning times of the hypercube is seen as 
credit index. The more times the addressed hypercube have learned, the higher the credit index 
is, and the less the weight will be adjusted. The adjustment of the addressed hypercube is 
proportional to the inverse of their former learning times. Here we combine the concept of 
credit assignment with self-organizing competing algorithm of fuzzy CMAC, and proposed a 
credit assignment-based fuzzy CMAC learning algorithm, then (5) is changed into: 
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In the equitation,  represents the former learning times of the )( jf j th hypercube, considered 
 at the initial learning stage and may cause the probability that denominator becomes 

zero, we use  to replace .  is the numbers of hypercube addressed by a 
certain state. The weight updating concept is that the correcting errors should be in converse 
proportion to the learning times of addressed hypercube. Here 
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(  is 
used to replace learning step constant η  in (5), which effectively improves the learning 
property. Such weight updating concept is completely different from the conventional CMAC 
and fuzzy CMAC, and adjusts the weight according to the credit assignment. To be more 
specific, for hypercube which has less former learning times and greater contribution to the 
errors, their weight reliability is low, and current updating of weight is more; conversely, for 
those who has more former learning times and less contribution to the errors, their weight 
reliability is high, and the current updating of weight learning is less, thus the updating of 
weight is much more rational and effective, and under the condition of same approximation 
accuracy, the learning time decreases greatly and the real time characteristic of online learning 
is improved. 
 

III. Simulation examples and results analysis 
In order to illustrate the online learning effect of FCACMAC in further, take the following nonlinear 
functions as examples to study the learning effectiveness of conventional CMAC and fuzzy 
CMAC(FCMAC) as well as our proposed the FCACMAC. 
 

A. One-dimensional nonlinear learning example 

assume the following nonlinear function: 
ππ ≤≤−+= xxxxy cossin)(                                                                               (7) 
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in the learning process, the TAE( the total absolute error) and the RMSE(root mean square 
error) are adopt to show the modal’s learning speed and accuracy. 
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in the formula, is the total state numbers, n sy  is the desired output value of state ,  is the 
real output data of state . For CMAC, FCMAC, FCACMAC, their learning results from the 
first circle to the twentieth circle are shown in figure 1 and figure 2, the error descent can be 
seen. 

s sy
s

 
B. Two-dimensional nonlinear learning example 

Assume the following nonlinear function: 
1,1)sin(),( 212121 ≤≤−= xxxxxxy                                                         (10) 

in the network’s learning process, TAE (The total absolute error) and RMSE(root mean square 
error) is the same with (8) and (9). for CMAC,FCMAC,FCACMAC, their learning results from 
the first circle to the twentieth circle are shown in figure 3 and figure 4, the error descent can be 
seen. 

 
C. Discussion of the results 

From figure 1 to 4, we can see that no matter one dimensional nonlinear target function or two, 
in the network’s learning process, different CMAC models has great differences in the error 
descent speed, in which conventional CMAC has the lowest converge speed, and credit 
assignment-based fuzzy CMAC converge most quickly, while fuzzy CMAC stands between 
them. 

At the same time we can see that the learning accuracy of FCACMAC is higher than 
conventional CMAC and FCMAC. As the dimension of the target function increases, the gaps 
between their learning effects are even more wide, that’s because in low dimension condition, 
the calculation is smaller, and the error descent is quick for all kind of models, in twenty cycles 
a considerable approximation accuracy can be all reached; as the increase of the dimension, the 
calculation mounts increase sharply, and the rational characteristic of FCMAC and FCACMAC 
will embody more evident effect, which makes their gaps in learning speed and accuracy even 
more obvious, and adequately show the advantage of FCACMAC in online learning. 

Obviously, the credit assignment-based fuzzy CMAC neural network learning algorithm 
proposed in this paper, for its combination of the FCMAC self-organizing algorithm and the 
credit assignment-based weight updating algorithm, not only in addresses the CMAC 
hypercube, omits the tricky operation such as discretizing, quantizing, coding, HASHING 
mapping and etc. on the results output stage, but also distributes the error according to the 
weight credit of each addressed hypercube on the updating of weight learning stage, which 
makes the updating of weight more rational and effective, greatly improves the learning speed 
and accuracy of CMAC neural network. 
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Figure 1  one dimensional TAE  in CMAC, FCMAC and FCACMAC 

 

 
Figure 2  one dimensional in CMAC, FCMAC and FCACMAC RMSE
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Figure 3  two-dimensional TAE  in CMAC, FCMAC and FCACMAC 

 

 
Figure 4  two-dimensional in CMAC, FCMAC and FCACMAC RMSE

 

Ⅳ. Conclusion 
In this paper, the FCMAC self-organizing competing algorithm and the credit assignment-based 
weight updating algorithm are combined, and a credit assignment-based fuzzy CMAC neural 
network learning algorithm is presented. Simulation results showed that compared with the 
conventional CMAC and FCMAC, FCACMAC improved evidently in both the learning speed and 
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accuracy. For the dynamic nonlinear system identification, credit assignment-based fuzzy CMAC 
neural network modal is a better online learning tool. 
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