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Abstract 

 pose changes, the distribution of skin colors in color planes is very 
employ color histogram based approaches to skin color segmentation. 
sis of skin colors directly in the RGB color space. Our idea is simple 
 observation that skin colors of a person in the RGB color space are 
 linear fashion, we apply PCA techniques to RGB values of skin colors 
s collected online. The axis along which the data is spread most 

illumination intensity. We use the remaining two axes to form a 
e distribution of skin colors is invariant. We have preprocessed the 

 algorithm in order to compare the color constancy property of the 
and IQ planes. As we expected, the retinex algorithm significantly 
in colors in the HS and IQ planes. The experimental results show that 
r segmentation using the proposed plane is much more robust to 

 compared to those using HS or IQ planes. 
 color segmentation. 

ery important problem for the realization of vision based human-
st practical solution to this problem is color segmentation where 
lookup of a learned 2D color histogram [1, 2]. The two axes of the 
 the chrominance component of an appropriate 3D color space. Most 
or building color histograms are the HS plane of the HIS color space 
 color space [6].  
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Fig. 1 color histograms based on H and S values of the same skin region under various lighting
conditions due to illumination or hand pose changes 

In order to achieve good segmentation performance, the distribution of skin colors in a learned color 
histogram should not be much variant. At the same time, the learned color histogram should contain 
most skin colors detected in the input images. If a chrominance plane chosen for building the color 
histogram provides this property, we can make a stable use of the histogram without its update. 
However, in the case of illumination or pose changes, the distribution of skin colors in the HS or IQ 
planes is still very variant. Fig. 1 shows examples of color histograms of H (hue) and S (saturation) 
values of the same skin region under various lighting conditions due to illumination or hand pose 
changes. The distributions of H and S values of the same skin region are quite different. This makes 
it very hard to use its color histogram without its update for skin color segmentation [7]. Thus it is 
quite probable that HS or IQ values of many skin pixels in the input image do not belong to the skin 
color regions of the learned color histogram. These pixels are classified as non-skin pixels. In most 
cases, color histograms based on the HS or IQ planes need to be updated in order to give 
performance robust to illumination changes.  
We propose a new chrominance plane of the RGB color space for building color histograms. The 
chrominance plane is computed by online PCA analysis of skin colors of the current user as can be 
seen in Fig. 2. By using this plane in the RGB color space, RGB color values of the input image do 
not need to be converted into HIS or YIQ color coordinates. We have observed an important fact that 
skin colors in the RGB color space are approximately distributed in a linear fashion [3, 4]. Based on 
this fact, we have applied PCA techniques to RGB values of skin colors from a set of training 
images collected online. The axis along which the data is spread most corresponds to the axis of 
illumination intensity. The other two axes provide a nice chrominance plane for building color 
histograms. In this plane, the distribution of skin colors is invariant compared to those in the HS or 
IQ planes. At the same time, a learned color histogram contains most skin colors detected in the 
input images. We have employed online training of skin colors because segmentation can be more 
accurate if user-specific skin colors are used. 
We have used a retinex algorithm [8, 9] to preprocess the input images in order to see the retinex 
effect on the distribution of skin colors in the HS, IQ and proposed chrominance plane. A retinex 
algorithm is a human perception based image processing algorithm that is used for eliminating 
illumination effects. We have observed that the distribution of skin colors in the HS and IQ is 
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influenced a lot by the retinex algo rithm while almost no effect is made in the proposed plane. This 
shows the desired property of the proposed chrominance plane in terms of color constancy. We have 
compared the segmentation performance of the proposed plane with that of HS or IQ planes under 
varying illumination conditions using a simple lookup table method for skin color segmentation. The 
experimental results show that our chrominance plane gives good segmentation performance much 
more robust to illumination or pose changes than the HS and IQ planes. 
 

 
 
Fig. 2 online PCA analysis of the current user’s skin colors in the RGB color space: (a) The skin 
colors approximately distributed in a linear fashion in the RGB color space. (b) The PCA analysis 
yields a chrominance plane ),( 21 ψψ

rr
in the RGB color space for building a color histogram. 

 

II. Retinex Algorithm and PCA Analysis 
 
This section gives a brief explanation of the retinex algorithm and PCA techniques used in our 
method. 
 
A. Retinex algorithm 
Since Edwin Land introduced the theory [10], several variant algorithms [8, 9] have been reported in 
the literature. In retinex algorithms, an intensity value iI  of i th spectral band (i = R, G or B) at ( , )x y  
is simply modeled as a product of terms representing reflection and illumination factors.  
 

).,(),(),( yxryxSyxI iii =                                                         (1) 
 
where  and  denote the illumination factor and the scene reflectance factor of  i th spectral 
band, respectively. The retinex output in each spectral band is defined as 
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(a) 

 
(b) 

 
Fig. 3 two examples illustrating the effect of the retinex algorithm: (a) input images (b) output
images after the retinex algorithm is applied.  The retinex algorithm has recovered the original colors
in the shadowed areas by removing illumination effects. 

where ),( yxI i represents spatially weighted average intensity value at . Assuming slowly 
varying illumination, i.e., 

),( yx

),(),( yxSyxS ii ≈ , if we take the ratio of the current pixel value over a 
blurred version of neighboring pixel values, we only end up with a reflectance ratio because the 
illumination terms are cancelled out. This reflectance ratio dominates illumination variation and 
represents the origin al colors. ),( yxI i  can be calculated by a surround function [8]. A 
surround function, , is employed to consider illumination variations around a pixel of 
interest. Thus the regular form of a retinex algorithm can be written as 

),( yxM i

),( yxM i

 
)].,(),(log[),(log),( yxIyxMyxIyxR iiii ∗−=                                       (3) 

 
In practice, the same surround function is used for each spectral band. A practical application of a 
retinex algorithm is to employ a multiscale retinex (MSR) algorithm [9] that takes several surround 
functions simultaneously. In the case of the i th band, the output of the multiscale retinex algorithm 

 is  multi
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where  is the number of scales used and the weight of the scale. The surround function  is 
usually defined by a Gaussian function as in (5). 
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where sσ is the standard deviation of the s th surround function and K  is usually set to 1. The 
surround function, , should meet the condition, ),( yxM s 1=∫∫ dxdyM s [14]. This means that the sum 
of all weights is to be normalized. Fig. 3 illustrates the retinex effect. The illumination effects caused 
by lighting and pose variations are eliminated in the output images. 
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B. Principal Component Analysis 
Let be a set of RGB values of pixels that belong to skin regions from a sequence of training images 
collected online. 

X
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where T  denotes  the number of training images. The mean vector, M
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, is computed as  
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where . The covariance matrix, , is computed as: iii MX
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The eigenvalues and eigenvectors of  are obtained using the following equation: TS
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where [ ]321 ,, ψψψ

rrr
=Ψ and [ ] )(,, 321321 λλλλλλ ≥≥=Λ  represent the eigenvectors and eigenvalues, 

respectively. Two eigenvectors, 2ψ
r

and 3ψ
r

, that correspond to smallest eigenvalues, and2λ 3λ , 
represent two directions with smallest spread of iX

r ’s (i. e. RGB values of skin pixels). A 2D lookup 
table (i. e. color histogram) is built by projecting all iX

r ’s onto the 2D plane defined by the two axes, 

2ψ
r  and 3ψ

r , as in (10). This lookup table is loaded for the segmentation of skin colors.  is a 
linear projection matrix of which two column vectors are 

pcaW

2ψ
r  and 3ψ
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III. A Simple Lookup Table Method for Performance Comparison 
 

We have implemented a simple lookup table method for skin color segmentation to compare the 
segmentation performance of the proposed chrominance plane with those of the HS and IQ planes. 
Its block diagram is shown in Fig. 4. The current user is asked to place his or her hand for a very 
short period of time in a prespecified area of the camera’s view to obtain training images as shown in 
Fig. 2. We preprocess the input image using the retinex algorithm. We collect skin colors of the 
current user. We repeat this until the desired number of training images is processed. We apply PCA 
techniques to the RGB values of skin colors collected and get a linear projection matrix of which the 
columns are vectors representing two axes computed by the PCA analysis. We build a color 
histogram based on the plane formed by these two axes. They correspond to directions of smallest 
spread of the RGB values of skin pixels. 
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During segmentation, the input image is preprocessed by the retinex algorithm. RGB values of each 
pixel in the input image are projected onto the chrominance plane using the linear projection matrix 
computed from online training. The pixel is simply classified as a skin pixel if it is one of the entries 
in the lookup table. In the case of the HS and IQ planes, the dotted parts in Fig. 4 are replaced by an 
operation that converts RGB coordinates into the HSI or YIQ color coordinates, respectively. For 
fair comparisons, we have applied the same online training and retinex algorithm to the HS and IQ 
based cases. 
 

On- line training

 Segmentation

Collec t skin colors in a 
prespec ified region

Retinex algorithm

Princ ipal component 
analysis

Input image
(RGB data)

No
Projection of RGB 
values onto the 
computed plane

Retinex algorithm

Histogram
lookup

Segmentation of
skin color regions

2D histograml
lookup table

Obtained the 
desired number of 
training images?

Yes

 
Fig. 4 a simple color histogram lookup algorithm for skin color segmentation to evaluate the 
performance of the proposed chrominance plane 
 

IV. Experimental Results 
 
It is meaningful to check out the retinex effect on the distribution of skin color in the histogram. Fig. 
5 shows an example of histograms in the respective chrominance planes of a person before and after 
the retinex algorithm is applied. We have observed that, in the proposed plane, histograms form a 
tight cluster and are not variant irrespective of the application of the retinex algorithm. On the other 
hand, the histo grams using the HS or IQ planes are changed a lot by the application of the retinex 
algorithm. This experimentally proves that the proposed plane provides good performance in color 
constancy. Fig. 6 shows segmentation results of hand regions. The proposed plane gave better 
segmentation results than the HS or IQ planes. We could improve the segmentation result by 
postprocessing such as the application of morphology operations. However, we intentionally did not 
include postprocessing for the purpose of focusing on pure evaluation of the chrominance plane 
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Fig. 5 examples of color histograms based on the proposed plane, HS plane and IQ plane before and
after the retinex algorithm is applied. Note that in the cases of HS and IQ planes, the distribution of
skin colors has changed a lot after the retinex algorithm is applied. 

 
 

Fig. 6 segmentation results of hand regions: The retinex algorithm had more positive effects on the 
case of HS and IQ planes and significantly improved the segmentation results. 

itself. As can be seen in the result, the retinex algorithm had more positive effects on the cases of HS 
and IQ planes and significantly improved the segmentation performance. The retinex algorithm has 
greatly changed the distribution of skin colors in the histogram for the HS and IQ planes.  
 
We have successfully applied the proposed chrominance plane for skin color segmentation to two 
application systems that we recently developed in our lab. Fig. 7 (a) shows a system that efficiently 
tracks the fingertip of the index finger for the propose of application to a human mouse. In order to 
reliably detect human hand regions, we have employed the method just presented to train skin color 
distribution. Fig. 7 (b) shows a computer vision based interactive boxing game. There are four action 
menus; move left or right, and throw left or right punch. We have implemented the game as playable 
and enjoyable using simple vision algorithms. The same color segmentation method has been used in 
this system to detect skin regions and glove regions. In both systems, our chrominance plane 
provided better segmentation performance than the HS and IQ planes. 
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(a)                                                                                  (b) 
 

Fig. 7 two application systems where the proposed chrominance plane for color segmentation is
employed: (a) fingertip tracking system (b) interactive boxing game 

V. Conclusions 
 
Based on the fact that skin colors in the RGB color space are approximately distributed in a linear 
fashion, we have proposed a novel chrominance plane in the RGB color space for skin color 
segmentation. The chrominance plane is simply computed by online PCA analysis of skin colors. 
The idea is simple but works well. The proposed plane has better property in color constancy than 
the HS and IQ planes. In addition, the RGB color values of the input image do not need to be 
converted into HSI or YIQ color coordinates that have popularly been used for color segmentation. 
The experimental results show that the performance of skin color segmentation using the proposed 
plane is much more robust to illumination and pose changes compared to those using HS or IQ 
planes.  
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