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Abstract 

 

This paper presents the design of a human-computer interaction system to operate a computer by the 

movements of head and mouth. First, the camera captures the user’s head image, and then 

determines the user’s head and mouth poses, including Head Left, Head Right, Head Up, Head 

Down, Mouth Open and Mouth Close, based on Adaboost detection algorithm. Different 

combinations of poses of the head and mouth are mapped to different mouse commands to operate a 

computer. Mouse commands consist of the sets of mouse move, click, drag, etc. This paper describes 

a map from the poses of head and mouth to mouse operations is designed through the principle of 

state machine. We also developed a commercial product, which provides a convenient way to 

operate computers for elderly and disabilities. 
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I. Introduction 

 

With the proceeding of computer science and technology, the usage of computer has brought about 

significant facilitation in every aspect of the society. However, the common computer input devices 

are usually designed for normal capable users, instead of elderly and disabled ones. The use of 

computers requires a mouse, a touchpad, a keyboard or other external devices. Users with upper 
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limbs disabilities are incapable of controlling the mouse or keyboard easily, which makes it 

extremely difficult for them to use a computer. For common computer users, the long-term usage of 

conventional input devices causes chronic sore in hands, shoulders or neck, and greatly increases the 

risk of getting cervical or vertebral spondylosis.  

In order to facilitate the disabled to use computers, extensive work has been carried out and two 

kinds of solutions are presented. The first solution is to use contact-type auxiliary equipment, e.g. 

infrared sensors and infrared reflector, to detect the user’s movements to control a computer. Takami 

et al. invented a special kind of eyeglasses with three light-emitting diodes. By sitting in front of a 

computer with the eyeglasses, the user’s image will be captured by camera, and the head movements 

are judged, so as to operate the computer[1]. Evans et al. used infrared light-emitting diodes and 

photodetectors as auxiliary equipment to determine the user’s head position to operate a computer[2]. 

Chen et al. produced a mouse and a keyboard which can detect infrared signals. These devices use 

infrared light to achieve positioning and determining whether it is clicked or not, realizing operations 

of mouse and keyboard by head[3]. Judging eyes gazing direction by measuring the corneal reflex 

can also be used to operate the computer[4-6]. Gips et al. used EOG (electrooculographic potential) 

to detect eyes movements. They designed an EOG-based system that allowed people to control a 

mouse through moving eyes[6-8]. The results of such research have been applied in the lives of 

children[9]. The advantage of contact-type solution is that the detection of movement is accurate. 

However, the solution requires the user to wear special glasses, sensors or other equipments, which 

brings inconvenience to the user. The cost of these auxiliary devices is very high which greatly 

limits their wide usage.  

The second solution is non-contact-type, which is to determine the user’s action by collecting and 

analyzing the user’s facial images with image processing techniques. Masoomeh and Alireza 

proposed an algorithm to transfer 2D camera motion information into 3D information to realize 

mouse operations[10]. Margrit et al. realized mouse operations by tracking the facial features and 

achieved certain effects[11]. Some other systems detected and analyzed the movement of eyes or 



International Journal of Information Technology     Vol. 19   No. 2 2013 

3 

 

 

mouth to operate the mouse[12-16]. Compared with the contact-type method, non-contact-type 

method is easy to use, free of any contacting devices, and with better experience of users. However, 

this method requires high-quality camera and image processing equipment. The software that suits 

this system is yet to be perfected until now.  

The paper [17] proposed an algorithm to detect the movements of head and mouth and made a 

simple demo verification. In this paper, we presented a complete head-trace mouse system via 

webcam, using image processing technology to recognize the movements of head and mouth. 

Besides, we made a detailed introduction for the functions of the head-trace mouse. 

II. SYSTEM  OVERVIEW 

 

The head-trace mouse system is a human-computer interaction system based on the real-time 

detection of head and mouth poses. It collects user’s head image (this paper refers to the positive 

region of the face) through camera, and then analyzes the user’s head pose (standard, left, right, up, 

down) and mouth pose (open, close), after that, transfers the poses of head and mouth into the 

physical operations of a mouse using state machine theory.  

The head-trace mouse system can use a camera either built-in or connected through USB interface. 

The system automatically drives the camera to capture and analyze images of the user in front of a 

computer, and then transfer the user’s action into the shifting of mouse pointer on the screen. As 

shown in Figure 1, one of the authors is using the head-trace mouse system. The camera fixed on the 

computer is an ordinary CMOS camera.  

To make it convenient for user to determine his own head position, the system displays the real time 

image captured on the top right of screen, as shown on Figure 2. A user can adjust the camera and 

his head to make sure the head position is in the middle of the captured images. Part A of Figure 2 (b) 

shows that the rectangles in the image mark the user’s head and mouth detected by the system 

respectively. Part B, the circular icon, is a mouse pointer specially designed for the system (details in 

section IV). Part C shows the control panel of the system. When the system detects the user’s face 
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and mouth, the system can be activated by opening mouth.  

This system realizes real-time detection of input images by recognizing head and mouse poses, with 

high accuracy and being exempt from any contacting-type devices. It offers significant convenience 

for the upper-limb disabilities and the seniors. The utilization of the system also notably alleviates 

the discomforts caused by long-term usage of computer. Furthermore, it can be used to neck exercise 

and rehabilitation training. It provides a whole new experience for computer users. 

 

Figure 1. Using head-trace mouse 

       

(a) Full-screen screenshot                       (b) Partial enlarged screenshot 

Figure 2. Running screen of the system 

III. BASIC HEAD POSES  

 

The system uses Adaboost[18] algorithm to detect position and pose of the head from the input 

signal, i.e. each frame of captured video stream. The system analyzes information of the detected 

head and mouth movements, and then maps them into mouse events to operate the computer.  

We define six basic head poses in the system, which are shown in Figure 3. These poses are defined 
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as follows:  

 

 

 

s up about 10 to 40 degrees relative to H0.  

 

th Open: Pose when open mouth (open mouth as more than 50 percent as one can) from 

pose H0.  

                 

(a) Standard Head (H0)                                   (b) Head Left (H1) 

                 

(c) Head Right (H2)                                    (d) Head Up (H3) 

                 

(e) Head Down (H4)                                    (f) Mouth Open (H5) 

Figure 3. Basic poses of head and mouth 
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Thus, the set of poses of head and mouth is defined as  

Σ = {H0, H1, H2, H3, H4, H5}                                                                                               (1) 

Users are supposed to combine these basic poses to achieve all kinds of mouse operations. 

IV. States and Functions of Head-trace Mouse System  

 

The goal of this system is to operate mouse by inputs of head and mouth movements, which gives 

outputs of mouse events including still, move, click, drag, etc. For convenient and uniform 

description, if without special instructions, the mouse states and action are called mouse states for 

short. 

In this system where traditional mouse was not used, we designed a special mouse cursor (Figure 2 

(b)) to replace the traditional one in order to help users to operate the system easily. The mouse 

cursor is a graph including five parts (up, down, left, right and center) and a traditional cursor at 

upper left corner, which is called five-direction-graph cursor, or five-direction-graph for short, 

shown in Figure 4. In practice, mouse events are mapped into mouse cursor movements on the 

screen. Unless noted, the words “mouse” and “mouse cursor” are considered the same for convenient 

and uniform description. Figure 4 shows six mouse states. Due to space reasons, we haven’t listed all 

the graphs. Other unlisted mouse states are similar to the presented ones. 

According to Figure 4, the mouse states and the running principles of the system are described as 

follows:  

 M0, Mouse Idle: When the system is started and the face is detected, the system can be 

activated by opening mouth (H5), which goes to state M0. A still five-direction-graph will 

then be displayed on the screen, shown as Figure 4(a).  

 M1, Mouse Moving Left: In the state of M0, if the movement of head left is detected, as 

shown in Figure 3(b), the five-direction-graph of moving left will be displayed on the screen, 

shown as Figure 4(b), and the cursor will move left horizontally. If the action of head left is 

remained, the cursor will keep moving left. When the Standard Head is restored, the cursor 
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will stop moving and return to the state of M0, as shown in Figure 4(a). Users can adjust 

moving speed of the cursor by setting corresponding parameters in the menu of the control 

panel.  

                                 

(a) Mouse Idle (M0)             (b) Mouse Moving Left (M1)        (c) Mouse Moving Up (M3) 

                                  

 

 (d) Mouse Selection Mode 1 (M5) (e) Left Click Mouse (M6) (f) Mouse Selection Mode 2 (M9) 

Figure 4. Five-direction-graphs show mouse states, movements or selection modes 
 

 M2, Mouse Moving Right: The same principle as M1. The five-direction-graph is not shown 

in Figure 4.  

 M3, Mouse Moving Up: The same principle as M1. The five-direction-graph is shown as 

Figure 4(c).  

 M4, Mouse Moving Down: The same principle as M1. The five-direction-graph is omitted.  

 M5, Mouse Selection Mode 1: In the state of M0, if H5 state (as shown in Figure 3(f)) is 

detected, the five-direction-graph will be changed to M5, as shown in Figure 4(d). Usually the 

movement of opening mouth will last about 1 second. Upon seeing the cursor of M5, a user 

can close mouth and keep in standard head, then the system maintains the state of M5. When 

the user opens mouth again, the cursor will go back to M0 state. M0 and M5 can be switched 

through mouth open and close movements.  
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 M6, Left Click Mouse: In the state of M5, if H1 (as shown in Figure 3(b)) is detected, the 

five-direction-graph of left click shown as Figure 4(e) will appear, indicating that Left-click 

command is executed in the computer system. After the command is executed, the user can 

return to standard head and the cursor will go back to M0.  

 M7, Right Click Mouse: The same principle as M6, where the related figure is omitted. If 

Right-click command is executed, different operation menus will appear according to 

different applications. Then the Idle state is restored and user can continue to move head or 

open/close mouse to enter different states and execute different commands.  

 M8, Double Click Mouse: The same principle as M6. The five-direction-graph is not shown 

in Figure 4.  

 M9, Mouse Selection Mode 2: In the state of M5, if H4 (as shown in Figure 3(e)) is detected, 

the five-direction-graph will be changed to M9 (as shown in Figure 4(f)). User can maintain 

M9 by keeping in standard head.  

 M10, Click And Drag Mouse: In the state of M9, if H3 state (as shown in Figure 3(d)) is 

detected, it is indicated that user executes Left-click and select command (if the window can 

be dragged, user can drag it or do nothing). User can drag the selected window through head 

movements. The mouse sub-states are described as follows: M10 (which means Click And 

Mouse Stay Still), M11 (Click And Drag Mouse Left), M12(Click And Drag Mouse Right), 

M13 (Click And Drag Mouse Up), M14 (Click And Drag Mouse Down).  

 M15, Soft Keyboard: In the state of M9, if H1 (shown as Figure 3(b)) is detected, the system 

will pop a soft keyboard. If a user goes back to standard head, the cursor will return to M0. 

Then soft keyboard can be typed through head and mouth movements.  

 M16, Reading Assistant (Browse): When web pages or documents are opened and the 

window is shown on the topmost, a user can scroll up and down by moving head up and down 

(the same as mouse wheel button). In the state of M9, if H2 is detected, the system will enter 

M16 state. The principle is same as M10, including the following mouse sub-states: M16 
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(Mouse Stay Still), M17 (Page Up), M18 (Page Down).  

Through the above analyses, the mouse state set is defined as  

Q = {M0, M1, M2, M3, M4, M5, M6, M7, M8, M9, M10, M11, M12, M13, M14, M15, M16, 

M17, M18 }.                                                                                                                             (2)  

It includes 19 kinds of mouse states, which can be grouped into four types:  

 standard mouse states (M0, M1, M2, M3, M4);  

 mouse select modes (M5, M9);  

 mouse events (M6, M7, M8, M10, M11, M12, M13, M14, M16, M17, M18);  

 Soft Keyboard (M15).  

V. Mechanism of State Machine of the System 

 

Mouse states transitions caused by head movements describe the processing logic of the head-trace 

mouse. The logic is represented through a state machine. This state machine is a 4-tuple defined as 

M = (Q, q0, Σ, δ), where: 

 Q is set of mouse states, defined as equation (2); 

 q0 is the initial state (In this system, q0 is mouse still state where no human face is detected, 

or before the system is activated); 

 Σ is set of poses of head and mouth, defined as equation (1); 

 δ is a function from Q×Σ to Q, which is called M’s transfer function. 

Figure 5 shows the state transition diagram of state machine M of the head-trace mouse, where the 

unfilled oval is mouse state, the unfilled rectangle is mouse event, the shadow-filled oval is mouse 

select mode, and the shadow-filled rectangle is key represents soft keyboard. 

Figure 5 describes the system logic of the head-trace mouse. In Figure 5, the symbol next to the 

arrow is head movement, which is the input of system. The states connected by arrow illustrate the 

transition relations between the different states. This system suspends a control panel on the right of 

computer screen (including system’s menu options). User can set system parameters or exit the 
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system in the control panel. If abnormal conditions happen, the system will return to the initial 

situation to detect and relocate user’s head again.  

 
(a) The idle state of mouse 

 

 
(b) The moving state of mouse 

 

 
(c) The other operations of mouse’s actions 

Figure 5. State transition diagram of state machine M of the head-trace mouse 

VI. Conclusion  

 

This paper introduced the principles of a computer-human interaction system based on real-time 
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state-detection of head and mouth. And the head-trace mouse system was designed and implemented. 

It was proved that this system was capable of performing the majority of an ordinary mouse’s 

operations. With this system, users can operate computers by their head and mouth movements in 

front of web cameras. This system has been tested by an extensive number of persons and has been 

widely recognized. The commercial products of this system have been produced. 
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