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Abstract  

 

In this paper, An Ant Colony Optimization Algorithm along with Binary Particle Swarm 

optimization function has been proposed for Next Generation Sequencing. The Ant Colony 

Optimization Algorithm is a novel optimization algorithm inspired by a particular intelligent 

behavior of ants whereas Binary Particle Swarm optimizers are inspired by the behavior of 

birds. A new method of Ant Colony Optimization Algorithm for determining food source in 

neighborhood is proposed taken into consideration the discreteness of Next Generation 

Sequencing Problem. Experimental results shows that the new approach is more robust and 

obtains result of better quality. 

 Keywords: DNA Squencing; Multi-objective Optimization; Ant Colony Optimization 

Algorithm. 

I. Introduction  

 

1994 is considered as a revolutionary year in history of Bio-Medical Science. In this 

year Dr. Adleman L for the very first time proposed DNA as a calculation medium. 

After that milestone of DNA computing came when molecular biology was applied to 

solve Hamiltonian problem [1]. An essential tool for analyzing biological sequences is 
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Next Generation Sequencing (NGS). NGS is a NP-complete problem [2] and it is one 

the most important and challenging tasks in computational biology because of time 

complexity of NGS which grows exponentially with the size of the problem. Mainly 

four kinds of algorithm is used for NGS. They are Iterative algorithm, Exact matching, 

Inexact matching, Algorithm based on graph theory and Evolutionary algorithms. 

NGS is a multi-objective optimization problem which has many constraints for DNA 

Sequencing [3] like Melt Chain Temperature, Free Energy, Hairpin Constraint, H-

Measure Constraints, Hamming Constraints, Similarity Constraints, GC content 

constrains etc. We have used selected no of constraints for evaluation which every 

DNA sequence will satisfy and then applied Ant Colony Optimization algorithm (ACO) 

along with Binary Particle Swarm Optimizer functions (BOF) to get the best possible 

result for NGS. 

This paper is organized as follows. In section 2, the DNA sequence design problem is 

defined. Section 3 gives an overview of ACO and BOF for Next Generation DNA 

sequence design. In Section 4, the sequence generated are shown and compared with 

those of other existing sequences with some benchmarks. In Section 5, conclusion is 

drawn. 

II. DNA Sequence Design 
 

According to the computational complexity, Next Generation Sequence design problem 

is NP-Hard and a multi-objective optimization problem. DNA Sequence hybridization 

and base-pairing complement is most important factor for good sequences. So it 

important that sequences are duplex with each other and no two sequence is 

complement to each other. In our paper, BOF functions are mainly used to select the 

best from the sequence set generated by ACO. 
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A. Analysis of DNA Encoding Design  

There are many objective functions and constraints used to obtain a set of good DNA 

sequences. But, since some conditions overlap with others, the criterions should be 

selected cautiously. All of these objective functions and constraints can be classified 

into three categories [5]: 

 Mis-hybridization Prevention: 

Mis-hybridization readily diminishes the reliability and efficiency of sequences 

generated in DNA computing. So, it is very much important to prevent mis-

hybridization to perform NGS based computation successfully. Below mentioned 

criterion forces the set of sequences to form the duplexes between a given DNA 

sequence and its complement. The main constraints in preventing mis-hybridization 

are mentioned below: 

 Hamming 

 H-measure 

 Similarity 

 

 Hindering undesired secondary structures: 

Undesired DNA complexes are also produced by the formation of undesired 

secondary structures. Stopping undesired secondary structure generation enables 

NGS computing to be more reliable and efficient. This aspect contains three 

constraints, which are: 

 Self-Complementary 

 Hairpin 

 Continuity 

 

 Keep uniform chemical characteristics: 

Generally, it is preferable that each DNA sequence used in DNA computing behaves 

uniformly in fundamental chemical reactions. There are two constraints in this 

aspect: 



 

Pradipta Deb, Moitree Basu 

 

 GC-content 

 Tm 

 

B. Sequence Design Criteria 

 Hamming Constraint: 

The Hamming distance between xi and xj should be not less than a threshold value, 

namely H (xi ,xj ) ≥ d .The evaluation function of Hamming constraint is defined as 

follows: 

    fHamming(i) = min { H (xi ,xj ) }      1≤ j ≤ m, j≠ 1 

Where fHamming(i) represent Hamming evaluation function of the i-th I individual. 

 Continuity Constraint: 

If the same bases occur continuously in a sequence, the sequence might show 

unexpected structure. 

fCon(i) = - ∑(j - 1)                 1≤ j ≤ n 

Where Nj(i) is the quantity of j-times that the same letter continuously presents in the 

designated sequence i. 

 GC Constraint: 

                                    fGC(i )= |       −      defined| 

Where        is the percentage of letter G and C in sequence xi;      defined 

indicate the content of specified content of GC and the general selection is 50%. 

III. Ant Colony Optimization (ACO) Algorithm  

 

Ant Colony Optimization (ACO), is a paradigm for designing meta-heuristic algorithms for 

combinatorial optimization problems, is inspired by the ability of ants to find the shortest 

path between their nest and a source of food. Marco Dorigo first introduced ACO and applied 
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it to the Traveling Salesman Problem (TSP) [6]. After that it has been applied to the quadratic 

assignment problem [7], the vehicle routing problem [8], and RNA secondary structure 

prediction [9] [10] etc. 

A. Principle of ACO Algorithm  

The main idea behind ACO algorithm came from the observations of process of ant 

colony searching for food in nature. In real ant colonies, a pheromone, which is an 

odorous substance, is used as an indirect communication medium. When a source of 

food is found, ants lay some pheromone to mark the path. The quantity of the laid 

pheromone depends upon the distance, quantity and quality of the food source. While 

an isolated ant that moves at random detects a laid pheromone, it is very likely that it 

will decide to follow its path. This ant will itself lay a certain amount of pheromone, 

and hence enforce the pheromone trail of that specific path. Accordingly, the path that 

has been used by more ants will be more attractive to follow. In other words, the 

probability with which an ant chooses a path increases with the number of ants that 

previously chose that path. This process is hence characterized by a positive feedback 

loop.  

B. Mathematical Model of ACO Algorithm: 

In every generation each of m ants constructs one solution. For the selection of a start 

time the ant uses heuristic information as well as pheromone information. The heuristic 

information, denoted by ηjs, and the pheromone information denoted by τjs, are 

indicators of how good it seems to put start time S as start time of activity j. The 

heuristic value is generated by some problem dependent heuristic whereas the 

pheromone information gathered from former ants that have found good solutions. The 

start time is chosen according to the probability distribution over the set of eligible start 

time S determined by evaluation according to:  
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Where α and β are constants that determine the relative influence of the pheromone 

values and the heuristic values on the decision of the ant.  

The best solution found so far and the best solution found in the current generation are 

then used to update the pheromone matrix. But before that some of the old pheromone 

is evaporated on all the edges where parameter ρ determines the evaporation rate. The 

reason for this is that old pheromone should not have a too strong influence on the 

future. Then, allowing each ant to deposit pheromone on the elements that belong to its 

tour. This is an elitist strategy that leads ants to search near the best found solution 

 

On the elements which are not chosen by the ants, the associated pheromone strength 

will decrease exponentially with the number of iterations. Δτ
k
js(t) is the amount of 

pheromone ant k deposits on the elements; it is defined as: 

 

Where Lk (t) is the fluctuation rate (will be described in the following section) of the k-

th ant’s tour. The better solution ant’s tour is, the more pheromone is received by 

elements belonging to the tour. The algorithm runs until some stopping criterion is met, 

e.g. a certain number of generations nc have been done or the average quality of the 

solutions found by the ants of one generation has not changed for several generations 

(stagnation of best result). 
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C. Principle of Binary Particle Swarm Optimizers (BOF): 

A canonical Particle Swarm Optimization model requires only three algebraic operators, 

“modifying a velocity”, “combining three velocities” and “applying a velocity to a 

position”. Moreover, for binary optimization, it is possible to define a toolbox of 

specific ones, but most of the optimizers are extremely efficient only on some kind of 

problems, but just reasonably efficient for other problems. 

In binary optimization, it is very easy to design some algorithms that are extremely 

good on some benchmarks (and extremely bad on some others). It means we have to be 

very careful when we choose a test function set. For our article, we have chosen the 

below defined 2 optimizers: 

 Goldberg's order-3: 

The fitness f of a bit-string is the sum of the result of separately applying the 

following function to consecutive groups of three components each: 

     

{
 

 
        | |   

        | |   

        | |   

        | |   

 

For example, if the string is x = 010110101, the total value is f1 (010) + f1 (110) + f1 

(101) = 0.9 + 0.3 + 0.3 = 1.5. If the string size is D, the maximum value is obviously 

D/3, for the string 1111...111. In practice, we will then use as fitness the value D/3 − 

f so that the problem is now to find the minimum 0. 

 Bipolar order-6: 

 

The fitness is the sum of the result of applying the following function to consecutive 

groups of six components each: 
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{
 

 
        | |        

        | |        

        | |        

        | |            

 

So the solutions are all combinations of sequences 6x1 and 6x0. In particular, 

1111...111 and 0000...000 are solutions. The maximum value is D/6. 

IV. Algorithm Design  
 

The main idea of optimization problem is to select appropriate amount of individuals with 

high fitness value. To achieve that we have applied fitness value to each individuals and 

continue running the evaluation until the whole process converges or max no of iterations is 

reached. 

 According to the mathematical model of ACO shown in section 3.2, each short sequence is 

considered as a node in our ACO algorithm. “m” ants are randomly placed at “n” nodes and 

each ant move towards all nodes in accordance with probability and edge value between two 

nodes(Overlap between two sequences is considered as edge value between those two nodes). 

Combining the DNA short sequences according to overlap, which corresponds to the nodes 

which ants have passed, with constraints conditions, the optimal results are obtained. After 

providing these ACO optimized result into BOF function as input, a single optimal result 

(Most optimum sequence) is obtained. 

The basic steps of ACO algorithm as follows:  

Alg. 1 Pseudo-code of Algorithm 

 

 initialize all edges to (small) initial pheromone level τ0; 

 place each ant on a randomly chosen node; 

 for k := 1 to m do  

o initialize candidate list k to the c closest node of k  

 end; 

 for itr := 1 to itr_max do 
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o for k := 1 to number of ants do 

 until (tour T(k,t) for ant k is complete) do 

 if there is at least one unvisited node in candidate list k   

o choose the next node among the candidates by applying 

the probabilistic transition rule; 

 else  

o choose the next node as the next node still to be visited; 

 endif 

 Store the sequence of nodes passed by all ants as a probable 

solution to a tabu_list. 

 perform local trail update; 

 Calculate fitness value of the all solutions in tabu_list 

according to the formula, and save the all fitness value at 

present 

 ‘x’ solutions which have higher fitness value as local optimal 

solution will be stored.  

 end 

 for every edge on the current solution do 

 apply global trail update; 

 end 

o end; 

 end; 
 

 Output: List of x solutions (Sequences) having same fitness value according to ACO. 

The basic steps of BOF optimization as follows: 

Alg. 1 Pseudo-code of BOF optimization 

 Initialize optimization function (Goldberg or Bipolar-six) 

 For each sequence i= 1 to n do 

o Evaluate each sequence fitness according to optimization function 

o If (current fitness > optimal fitness) then 

 Store current result as optimal fitness result 

o endif 

 end 

 Output: the fittest resulting sequence. 

 

V. Experimental Results and Analysis  
 

We used the above mentioned ACO algorithm to design the DNA sequence set. To evaluate 

the performance of this algorithm, we analyzed it by contrasting sequence set in literature 
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[11] and [12]. The comparison results between our sequence, Shin Soo-Yong sequences in 

literature [11] and Shin sequences in literature [12] using Goldberg function (as optimization 

reference) is shown in Fig. 1 and using bipolar six function (as optimization reference) is 

shown in Fig. 2. As, length of sequences, which are in comparison are not same, so in order 

to have a comparative result, we have taken optimization ratio (Optimization Value/ 

Sequence Length) as our value of comparison.  

 

Fig.1 Comparison of sequences using Goldberg optimization function 

1 2 3 4 5 6 7

ACO_PSO Sequences 0.3886597940.4138613860.3644859810.3700934580.4009523810.4608247420.399065421

Shin Sequences 0.34 0.31 0.31 0.295 0.36 0.335 0.37

Shin Soo-Yong sequences 0.38 0.33 0.24 0.28 0.34 0.35 0.245
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Fig.2 Comparison of sequences using Bipolar Six optimization function 

 

It is clearly visible from the average trend lines (broken arrow lines) that our sequences 

produce a higher optimization ratio in average than the other sequences. Hence, sequences 

generated by ACO_PSO algorithm are superior to the Shin Soo-Yong sequences in literature 

[7] and the Shin sequences in literature [5]. So the results illustrate the ACO algorithm, which 

meet the design requirements, is feasible and effective.   

VI. Conclusion 
 

In this article, we considered the variety of constrained conditions of DNA encoding, and 

abstract it as multi-objective optimization problem, then make application of ant colony 

1 2 3 4 5 6 7

ACO_PSO Sequences 0.24 0.28 0.28 0.28 0.42 0.27 0.24

Shin Sequences 0.274226804 0.267326733 0.256074766 0.25046729 0.23047619 0.26185567 0.173831776

Shin Shoo-Yong Squences 0.26 0.19 0.27 0.26 0.24 0.23 0.37
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optimization algorithm to realize the optimization of DNA encoding sequence. At last, good 

DNA sequences are generated. Compared with the DNA sequence which produced under 

identical standards by earlier experiments, the results prove the feasibility and effectiveness 

of this method and also reflect that the Ant Colony Optimization algorithm have certain 

advantages in solving multi-objective optimization problem at the same time. 
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