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Abstract 

 

To find an optimal path for robots in an environment that is only partially known and continuously 

changing is a difficult problem. This paper presents a new method for generating a collision-free 

near-optimal path for an autonomous mobile robot in a dynamic environment containing moving and 

static obstacles using neural network and fuzzy logic with genetic algorithm. The mobile robot 

selects a collision-free local path using the neural network (ANN). A supervised learning-rule is 

used for the neural network using the gradient descent method. The fuzzy logic system with genetic 

algorithm comes into play when finding a local path by neural network becomes impossible. Fuzzy 

logic (FL) is used to avoid collisions when all the paths are blocked by obstacles. Genetic Algorithm 

(GA) is used as optimizer to find optimal locations along the obstacle-free directions and positions 

by selecting a set of fuzzy rules for the fuzzy logic system from a large rule base. Experimental 

results show that the method is efficient and gives near-optimal path reaching the target position of 

the mobile robot.  

Keyword: Mobile robots, dynamic environment, motion planning, artificial neural network, fuzzy 

logic, genetic algorithm, obstacle avoidance, collision-free path, supervised learning, static obstacles. 
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I. Introduction 

 

The basic motion planning problem is to find a collision-free path for a robot (a rigid or articulated 

object) among static obstacles of different shape and sizes [1, 2]. Several extension of the basic 

motion planning problem have been studied later, for instance, obstacles are moving [3], kinematic 

and dynamic constraints limit robot motions, optimized trajectories, multiple robots co-ordination. 

An efficient randomized planner for kinodynamic motion planning in the presence of moving 

obstacles with known trajectories have been presented [4]. Some researchers proposed an approach 

for anytime path planning and re-planning in partially known dynamic environments where the 

future behaviour of the moving obstacles is not known precisely [5]. Solving the problem of path 

planning by computational geometry seems to be unfeasible when implemented in real time. To 

tackle this problem, many researchers started using artificial neural networks [6 – 13], fuzzy systems 

[14], evolutionary algorithms [15] and hybrid techniques such as ANN-FL [16], GA-FL [17 – 18], 

GA-ANN [19]. The combination of these tools is to get advantage from both of them and to 

eliminate their individual limitations thereby making the whole process of finding the path very 

efficient. The spiking neural network [20] has been used for path planning in partially known and 

changing environment [21]. In their process a new optimal path is found by path length limitation 

and cutting noise, when a path becomes sub-optimal by a moving target point or obstacles.   

In this paper, we propose a method of building path for an autonomous mobile robot using a 

combination of multilayer perceptron neural network and fuzzy logic system with genetic algorithm 

in a continuously changing dynamic environment. We only know the maximum velocity of each 

obstacles and the position of the obstacles that can be sense by the robot sensor from a specific robot 

position in the workspace. The future behaviour of the obstacles is not known and we developed a 

method to avoid the robot from the moving obstacles. The neural network (ANN) is use to avoid the 

moving obstacles initially and choose a path from a set of n paths if it is possible otherwise the fuzzy 

logic (FL) system with combination of genetic algorithm (GA) comes into play to avoid from hitting 
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the obstacles and move ahead towards the destination. Fuzzy logic is used for obstacle avoidance 

when neural network is unable to choose a path due to blockage of obstacles in all the set of 

directions. GA is used to make the fuzzy logic system more efficient by finding optimal locations 

from the collision free positions. Results show that the combination of these features is 

computationally efficient by helping each other to eliminate their individual limitations.         

The paper is organized as follows: Section II gives the preliminaries to prepare for the rest of the 

work. We describe how the path is computed using ANN in Section III. Collision avoidance using 

combined fuzzy logic (FL) system and GA is explained in Section IV. Simulation results and its 

evaluation are presented in Section V and VI respectively. Finally the conclusion is given in Section 

VII. 

II. Preliminaries 

 

A. Problem Definition 

The formal definition of our motion planning problem is as follows. Let R be a robot moving 

in a two dimensional workspace W. The configuration of an arbitrary object is a specification 

of the position of every point on it relative to a fixed reference frame. Let FR and FW be 

Cartesian frame embedded in R and W respectively. So, a configuration of R is a specification 

of the position (x, y) and orientation θ of FA with respect to FW. We use the notation R(x) to 

refer to robot R configured at x in W. Let there be n moving obstacles O1, O2,….,On which 

state at time t is denoted by O(t). All the obstacles have a maximal velocity given by v1, 

v2,….,vn. The robot has a maximal velocity V which is larger than each of the maximal 

velocities of the obstacles. We do not assume any knowledge of the velocities and directions of 

motion of the moving obstacles, other than that they have a maximal velocity. Let Ω be a list of 

adjacent points that will represent the path of the robot. Let s, g ∈ Ω be the start and goal 

configuration of the robot respectively and let t0 be the start time. The task is to compute a path 

Π : [t0,T]  Ω, such that Π(t0) = s and Π(T) = g and there is no collision with the moving 
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obstacles and the robot, i,e ∀ (t ∈ [t0,T] :: R(Π(t)) ∩ O(t) = φ). T is the arrival time of the robot 

R at its goal configuration. 

B. Artificial Neural Network (ANN) 

Our main objective is to find a collision free path of a robot system from a given initial 

position to some goal position. The environment is a 2 dimensional space with obstacles. 

 

Figure 1. Structure of MLP network 

 

The neural network that we used is the Multilayer perceptron (MLP). The structure of the 

neural network is given in Figure 1. The network contains three layers: input, hidden and 

output. The layers are connected by synaptic weights. The learning of the network is realized 

by back-propagation (BP) algorithm. The BP algorithm is based on the error-correction 

principle. The parameters that are used during the learning process are given: 

 : The ith input 

: The output of the j
th

 hidden neuron 

 : The output of the k
th

 output neuron 

 : The desired output 

: The weight from the i
th

 input to the j
th

 hidden neuron 

: The weight from the j
th

 hidden neuron to the k
th 

output neuron 

 : The learning rate 
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There are I inputs, J hidden neurons and K output neurons. The weights of the hidden layer is 

updated using the equation 

 

          (1) 

 

     is the error signal produced by the j
th

 hidden neuron. 

The weights of the output layer is updated using the equation 

         (2) 

     is the error signal produced by the k
th

 output neuron. 

           (3) 

 

Using      , we can calculate     as follows 

            (4)           

           (5) 

So, for any input, we find the output of the hidden neurons, and then the output of the output 

layer neurons. The outputs in each layer are computed using the sigmoid function. The weights 

of each hidden and output layer neurons are updated using the above equations. The error 

signals of the hidden neurons are back propagated from the output layer to the hidden layer. 

This process is repeated for the next input-output pattern and so on until the error is below a 

prespecified threshold. We used the minimization of the squared error cost function: 

           (6)  

C. Fuzzy Logic System 

Fuzzy logic is a problem solving methodology that takes imprecise inputs and outputs crisp 

information. 

The basic steps in Fuzzy system are: 

1. Fuzzification 

a) First we define the input and output variables of the fuzzy system. 

b) Create the fuzzy rules of the rule base. 
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2. Rule Evaluation 

a) Find the degree of membership of the linguistic values of the input variables using a 

membership function. 

3. Defuzzification 

a) Calculate the weights of the set of fuzzy rules using the degree of membership. 

b) Calculate the crisp or actual output by using the weights.   

D. Genetic Algorithms 

A genetic algorithm (GA) is a search heuristic that mimics the process of natural evolution. 

This heuristic is routinely used to generate useful solutions to optimization and search 

problems. 

The basic steps in GA are:   

1. Initialisation 

a) In the beginning, the GA randomly creates a population of complete bit strings 

(solutions). 1 in the bit string indicates the presence of rule and 0 indicates the absence of 

rule. 

b) Give the definition of the fitness. 

2. Evaluation 

a) For each solution (bit string), value of fitness is computed of the bits with value 1. We 

then find the total fitness of the bit string by summing up the fitness of each bit with 

value 1. 

3. Selection 

a) Choose a set of bit string whose fitness value is greater than some specific number. 

4. Reproduction 

a) The population is modified using three operators namely selection, crossover and 

mutation. 
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b) This process (Evaluation, Selection, Reproduction) is repeated for many generations and 

we choose a set of bit string whose fitness value is greater than some specific number. 

E. Integrated Fuzzy Logic System and Genetic Algorithm 

1. Fuzzification of fuzzy system 

We define the input and output variables and then we create the fuzzy rules of the rule base 

of the fuzzy system.   

2. Initialisation of GA 

Encode the rules into one bit string of 0’s and 1’s by randomly creating these bit strings 

(solutions). We then define the fitness equation. 1 in the bit string indicates the presence of 

rule and is decoded into fuzzy rules. 

3. Evaluation, Selection and Reproduction of GA 

The value of fitness is computed for each bit string and then we choose a set of bit string 

whose fitness value is greater than some specific number. The population is modified and the 

process is repeated for many generations. With this, we finally find an optimal set of rules for 

the fuzzy system which is the 1’s in a bit string with largest fitness value. 

4. Rule Evaluation and Defuzzification procedure of fuzzy system.  

We find the degree of membership of the linguistic values of the input variables and then 

calculate the weights of the set of fuzzy rules. Finally we calculate the crisp or actual output by 

using the weights. 
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III. The Motion Planning Algorithm 

 

 

Figure 2. Robot workspace with dynamic obstacles 

In Figure 2, R is the robot and c is the current position of the robot. The path or direction C1, C2 and 

C3 means the path from C to 1, C to 2 and C to 3 respectively as in Figure 2. The robot tries to 

choose a direction from the three directions C1, C2 and C3. O1, O2 and O3 are moving obstacles 

with some velocities V1, V2 and V3. The robot can gather local information about the obstacles 

within its sensing range. By recording the positions of obstacles in two successive time intervals, the 

speed and directions of the obstacles can be determined. The neural network will learn a set of target 

outputs (desired outputs) for a given set of input patterns. The input pattern is described by the time 

taken by obstacles to reach the robot paths. Using the neural network, the robot will choose a path 

from the set of paths to move ahead towards the goal position.  

 Initially a direction is chosen which is perpendicular to the goal position. The robot always tries to 

move straight to the goal position if possible from any position in the workspace. Some other 

directions are also chosen above and below this perpendicular direction for the robot to move ahead. 

At each step of neural network processing, the robot moves ahead a distance of D unit (which is a 

constant) in one of the direction from the set of directions. 
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Definition 1: Critical obstacle 

The obstacle reaching a path taking minimum time but greater than a value d is chosen as the critical 

obstacle for the path for that motion. 

Definition 2: Critical path  

If an obstacle is the critical obstacle for a path, then that path becomes the critical path for that robot 

motion. 

A. Velocities of the moving obstacles  

As in Figure 2, the obstacles O1, O2 and O3 are at initial position indicated by label 1. We 

calculate the positions of the obstacles at their initial positions at time t1. At next successive 

time interval t2, the positions of the obstacles (indicated by label 2 in Figure 2) is calculated 

again. So, we know the displacement and time of the moving obstacles. With this information 

we calculate the velocities of the obstacles. The obstacles move with a constant velocity. The 

velocities of the obstacles can be different or same. 

At time t1 the obstacles O1, O2 and O3 are at position (x1, y1), (x2, y2) and (x3, y3) 

respectively. At time t2 they are at position (a1, b1), (a2, b2) and (a3, b3). With these, we 

calculate the velocities V1, V2 and V3 of the obstacles O1, O2 and O3. 

B. Choosing path by the neural network 

We will choose one critical obstacle for each path for a robot motion. Let the critical obstacle 

for the path C1, C2 and C3 be O3, O1 and O1. The distance of the critical obstacles O3 and O1 

from its initial position to its critical robot path be d1, d2 and d3. The time taken by the critical 

obstacles to reach its critical robot path will form the input pattern to the neural network. 

According to Figure 3, the input pattern will be the set {to3c1, to1c2, to1c3}. The desired output 

pattern will be {1, 1, 1} if a motion is possible in the path C1, C2 and C3. If a motion is not 

possible in any of the path C1 or C2 or C3, then we assigned a value of 0 according to the path 

where motion is not possible. The value 0 will indicate that a motion is not possible in that path. 
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The actual output is determined using the sigmoid function. During the learning process, both 

the weights of the connections from the input-layer I to the hidden-layer J,      and those from 

the hidden-layer J to the output-layer K,      should be adjusted to minimize the difference 

between the actual output and the desired output pattern. This is done using the weight-change 

equations for        and         given in Section II, B.  

 Finally the robot chooses a direction associated with the output value of 1 in the output neuron 

layer. The robot will always choose the middle path perpendicular to the destination if the 

output value associated with the middle path is 1. If the output value associated with the middle 

path is 0 and that with left and right path is 1, then the robot will choose the path from left and 

right path. In this case the robot will choose the one (left or right path) which is closer to the 

global destination. In this way we get the near-optimal robot path reaching the destination 

position. The robot chooses the path which operates first if the paths (without middle path) to 

the destination have the same length whose output value is 1. In this way the neural network is 

trained so that the robot thus chooses a direction from the set of directions and moves D unit 

ahead. 

C. Velocity calculation of the robot to avoid collision 

 

Figure 3. Obstacles reaching robot’s path 
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After choosing a path by the neural network, we compute a velocity Vr1 for the robot that will 

avoid the moving obstacles and move to reach a local destination labeled as 1, 2, 3. According 

to Figure 3, the input pattern is the set {to3c1, to1c2, to1c3} which is the time taken by the critical 

obstacles to reach its critical robot path. The distance from C to 1 or 2 or 3 as in Figure 3 is D. 

The value of Vr1 is calculated as Vr1 = D / tr where tr is the time taken by the mobile robot to 

reach the local destination. The three conditions to calculate the time taken tr with the above 

input pattern example are as follows:    

1. If path C1 is chosen, then tr < to3c1 and tr > d.   

2. If path C2 is chosen, then tr < to1c2 and tr > d.      

3. If path C3 is chosen, then tr < to1c3 and tr > d.  

 According to this the robot moves ahead with velocity Vr1 in the path chosen by the neural 

network.   

IV. Integrated Fuzzy Logic System and Genetic Algorithm for Obstacle 

avoidance 

If all the directions of the robot from a particular position are blocked by static obstacles, or by 

dynamic obstacles coming straight in the path of the robot, then we apply the fuzzy logic. The 

blockage by moving obstacle coming straight in the path of the robot is like a dead-lock situation. 

The same logic is applied for static or dynamic obstacles or combination of both. As in Figure 4, 

when the robot is at position C, all the three paths are blocked by obstacles and cannot go ahead 

further. In such situation the fuzzy logic and GA is applied. 
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Figure 4. Situation that use fuzzy logic and genetic algorithm 

A. The input and output variables 

In Figure 4, O1, O2 and O3 are dynamic obstacles and O4, O5 and O6 are static obstacles. The 

path or direction C1, C2 and C3 means the path from C to 1, C to 2 and C to 3 respectively as 

in Figure 4. The dynamic obstacles are at initial position as indicated by label 1 and are 

heading towards the direction of the arrow. First we define the input and output variables of the 

fuzzy system. The input variables are: 

1. angle with linguistic values small (S), large (L). 

This variable angle is the angle between line joining the robot centre and local destination of the 

middle path and the line joining the robot centre and extreme edge of the obstacle blocking the 

middle path. 

2. distance with linguistic values near (N), far (F).  

This variable distance is the distance between the robot and the obstacle blocking the middle 

path. 

3. left_obstacle_dist with linguistic values near (N), far (F). 

This variable is the distance (in y-axis) from the middle obstacle to the nearest obstacle on the 

left side blocking the path.  

4. right_obstacle_dist with linguistic values near (N), far (F). 

This variable is the distance (in y-axis) from the middle obstacle to the nearest obstacle on the 



International Journal of Information Technology     Vol. 21   No. 1 2015 

 

                                                                                                                                                               

13 

 

 

right side blocking the path. 

5. time1 with linguistic values small (S), big (B). 

This variable is the time taken by the critical obstacle on reaching path C2.   

6. time2 with linguistic values small (S), big (B). 

This variable is the time taken by the critical obstacle on reaching path C3. 

The output variable is: 

1. adjustment angle with linguistic values normal_left (NL), big_left (BL), normal_right (NR), 

big_right (BR). 

This variable adjustment angle is the adjustment angle of the robot on left or right side of the 

middle obstacle to avoid possible collisions with obstacles.  

 

Figure 5. Avoiding obstacles 

In Figure 5, the robot R is blocked by obstacles O5, O4 and O6 in three directions with local 

destination positions 1, 2 and 3. The robot avoids the obstacles when moving from position C. In 

Figure 5, angle, distance, left_obstacle_dist, right_obstacle_dist, time1 and time2 (not labeled in 

the figure) are the input variables and adjustment angle is the output variable. From the figure we 

can know that is the input variable angle, Oa is the distance, e1f1 is the left_obstacle_dist, 
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e2f2 is the right_obstacle_dist and  is the adjustment angle. The rule based consists of 64 

rules of the form: 

if(angle==S) and (distance==F) and (left_obstacle_dist==F) and (right_obstacle_dist==F) and 

(time1==B) and (time2==S) then adjustment angle = NL  

B. Operation with Genetic Algorithm 

We encode the rules into one bit string of 0’s and 1’s. One bit string contains 64 bits. The coded 

bit strings of the fuzzy rules may look like as follows: 

1001001010001000011100011110001100110001111110000011110011000011     

0000001010001111111100000000001100111111100000001111100000001111   

. 

. 

1000001010001000000000011111111100101110000000111000000000011000   

 1 in the bit string indicates the presence of rule and 0 indicates the absence of rule. All the 

fuzzy rules are defined before the GA operation begins. The 1’s in a bit string are decoded into 

fuzzy rules (according to its position in the array) as follows: 

if(angle == S) and (distance == N) and (left_obstacle_dist == N) and (right_obstacle_dist == 

N) and (time1 == S) and (time2 == S) then adjustment angle = BL 

. 

. 

if(angle == L) and (distance == F) and (left_obstacle_dist == F) and (right_obstacle_dist == 

F) and (time1 == B) and (time2 == B) then adjustment angle = NR   

 In the beginning, the GA randomly creates a population of complete bit strings. Each of these 

bit string is decoded into fuzzy rules. Each solution (bit string) is assigned a value of fitness. 

After each solution in the population is assigned a fitness value, the population is modified 

using three operators namely selection, crossover and mutation. This process is repeated for 
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many generations and we choose a set of fuzzy rules whose fitness value is greater than some 

specific number. 

The fitness value,    is given by the equation:  

              (7) 

The value of   equals 1 if the path in the direction of the adjustment angle is obstacle free up 

to D unit ahead otherwise the value is 0 indicating blockage by obstacles.  

         (8) 

 is the distance from the current position of the robot to the global destination through the 

collision avoided path. , ,  are the co-ordinates of the current position, the 

local destination and the global destination of the robot. This makes the path optimized for 

minimum distance to reach the destination. For a bit string, we calculate the fitness of the bits 

with value 1. We then find the total fitness of the bit string by summing up the fitness of each 

bit with value 1. We then choose the bit string with largest fitness value and the 1’s in the string 

becomes the optimal set of rules.   

 After the GA finds an optimal set of rules for the fuzzy logic system, the rule evaluation and 

defuzzification procedure starts to get the crisp value of the adjustment angle.   

C. The degree of membership 

 

Figure 6. Trapezoidal membership function 
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We need to find the degree of membership of the linguistic values of the input variables of the 

fuzzy system in the range of 0 to 1. We use the trapezoidal membership function to find the 

degree of membership for the input variables with max-min composition. As shown in Figure 

6, a to d is the range of values for a variable of a particular linguistic value. We take two points 

b and c inside the range for calculation. 

 

 

 

   

             (9) 

In equation 9, input is the value of the input variable we get when the robot motion starts. The 

function Max and Min finds the maximum and minimum value respectively between their 

parameters. The final value T gives the required degree of membership of the input variable. 

D. The actual output of the Fuzzy System 

To find the crisp or actual output which is the adjustment angle, we calculate the weights of the 

set of rules using the degree of membership. A weight of a rule is calculated by multiplying the 

membership values of the input values content in that rule. The weight w of a particular rule 

may look like: 

w = angle_D(angle_input) * distance_D(distance_input) * left_obs_dist_D(left_obs_dist input) 

* right_obs_dist_D(right_obs_dist input) * time1_D(time1 input) * time2_D(time2 input) 

            (10) 

The function angle_D( ), distance_D( ), left_obs_dist( ), right_obs_dist( ), time1_D( ), 

time2_D( ) will give the value of degree of membership. Finally, we can calculate the crisp 

output by using the equation: 

    (11) 

 are the preset values determined by us.  are the weights of the rules.  is the 

number of rules of the fuzzy system.     
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V. Simulation Results 

In Figure 7, 8, 9, 10, 11, and 12, I is the initial position and G is the goal position of the robot. R 

is the mobile robot and the small dots are the positions the robot can reach. The black rectangular 

objects are the obstacles. Obstacles labeled with 1, 2 and 3 are moving obstacles and we called it 

O1, O2 and O3 respectively. Obstacle labeled with 4 is a static obstacle and we called it O4. 

Other static obstacles are not labeled. C1, C2 and C3 mean the middle, left and right path 

respectively. The x and y axis of the robot workspace ranges from -120 to 120. The horizontal 

axis is the x axis and the vertical one is the y axis. O1 is at the initial position with x axis 

parameter x1=-75, x2=-65 and y axis parameter y1=0, y2=15. O2 is at the initial position with x 

axis parameter x1=-30, x2=-40 and y axis parameter y1=10, y2=0. O3 is at the initial position 

with x axis parameter x1=-75, x2=-65 and y axis parameter y1=-65, y2=-50. The initial position I 

of the robot is x=-100, y=-50. The goal position G of the robot is x=50, y=65. 

 

 

      

Figure 7. Showing paths for the third motion   Figure 8. Third motion of the robot 
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Figure 9. Ready for fourth motion    Figure 10. Fourth motion of the robot. 
 

    

Figure 11. Robot avoiding O4 using fuzzy logic          Figure 12. Robot reaching the goal position 

 

and genetic algorithm 

 

O1 covers a distance of 5 units in the negative y direction in 1 second. O2 moves a distance of 3 

units in negative x direction and 3 units in negative y direction in 1 second. O3 moves a distance 

of 3 units in positive x direction and 5 units in positive y direction in 1 second. The obstacle O1 

moves with a velocity with 1.3 mm/sec, O2 moves with a velocity of 1.1 mm/sec and O3 moves 

with a velocity of 1.4 mm/sec in some direction. 
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VI. Evaluation of Simulation Results 

We will choose one critical obstacle for each path for every robot motion. The time taken by the 

critical obstacles to reach its critical robot path will form the input pattern to the neural network for 

that particular robot motion. Since we have three paths, the input pattern will contain three elements. 

In Figure 7, the robot is ready for the third motion. For the third motion, O1 reach C1, C2 and C3 at 

time 4sec, 2sec and 5sec respectively. This means to1c1=4sec, to1c2=2sec and to1c3=5sec. O2 reach C1, 

C2 and C3 at time to2c1=3sec, to2c2=4sec and to2c3=6sec respectively. O3 reach C1, C2 and C3 at time 

to3c1=5sec, to3c2=infinite sec and to3c3=4sec respectively. The infinite sec for to3c2 means the obstacle 

O3 never touches the path C2 during the motion. So for the third motion, O2 is the critical obstacle 

for C1, O1 is the critical obstacle for C2 and O3 is the critical obstacle for C3. {to2c1,to1c2,to3c3} will 

form the input set for the third motion of the robot. The robot chooses C1 for the motion as shown in 

Figure 8.    

In Figure 9, for the fourth motion, O1 reach C1, C2 and C3 at time to1c1=infinite sec, to1c2=infinite 

sec and to1c3=infinite sec respectively. O2 reach C1, C2 and C3 at time to2c1=2 sec, to2c2=0 sec and 

to2c3=4sec respectively. O3 reach C1, C2 and C3 at time to3c1=6sec, to3c2=infinite sec and to3c3=5sec 

respectively. So for the fourth motion, O2 is the critical obstacle for C1, O2 is the critical obstacle 

for C2 and O2 is the critical obstacle for C3. {to2c1,to2c2,to2c3} will form the input set for the fourth 

motion of the robot. The robot chooses C3 for the motion avoiding the collision with O2 as shown in 

Figure 10.  

In Figure 11, the robot hits an obstacle (O4) in all the three directions at the ninth motion. O4 is a 

static obstacle. The obstacle is avoided using the fuzzy logic technique and genetic algorithm. The 

values of the input variables of the fuzzy system of the robot ninth motion shown in Figure 11 are: 1. 

angle = S 2. distance = F 3. left_obstacle_dist = N 4. right_obstacle_dist = N 5. time1 = B 6. time2 = 

B. 
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Then the GA randomly creates a population of complete bit strings (solutions). 1 in the bit string 

indicates the presence of rule and 0 indicates the absence of rule. For a bit string, we calculate the 

fitness of the bits with value 1 and then find the total fitness of the string by summing up the fitness. 

After many generations, we then choose the bit string with largest fitness value and the 1’s in the 

string becomes the optimal set of rules. 

We then find the degree of membership of the linguistic values of the input variables present in the 

rules. The degree of membership for variable angle with linguistic value: (1) small = 0.000000 (2) 

medium = 0.386667 (3) large = 0.226667. The degree of membership for variable distance with 

linguistic value: (1) near = 0.000000 (2) far = 0.750000 (3) very far = 0.500000. The degree of 

membership for variable left_obstacle_dist with linguistic value: (1) near = 1.000000 (2) far = 

0.500000. The degree of membership for variable right_obstacle_dist with linguistic value: (1) near 

= 0.666667 (2) far = 0.750000. The degree of membership for variable time1 with linguistic value: 

(1) small = 0.000000 (2) big = 1.000000. The degree of membership for variable time2 with 

linguistic value: (1) small = 0.000000 (2) big = 1.000000.  

We then calculate the weights of the set of rules using the degree of membership. Finally, using the 

weights, we find the actual output which is the adjustment angle to avoid the obstacle. The value of 

the output variable, adjustment angle we got is normal_left (NL). Finally, the robot reaches the goal 

in a collision free path as shown in Figure 12.   

VII. Conclusion 

In this paper, we have described a new method for solving motion planning problem in dynamic 

environment using neural network, fuzzy logic and genetic algorithm. The neural network is trained 

to choose a path from a set of n paths for the robot to move ahead towards the goal position. A 

supervised learning-rule is used for neural network using the gradient descent method. The 

combined fuzzy logic and genetic algorithm is used to avoid collisions when all the n paths are 
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blocked by static or dynamic obstacles or combination of both. Simulation results show that the 

method is efficient and gives near-optimal path reaching the target position of the mobile robot. 
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