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Abstract

Automatic generation for medical image reports is a promising research problem at the intersection
of computing and medicine to reduce the workload of doctors. The mainstream approaches employ
the encoder-decoder paradigm to automatically generate the corresponding text reports for medical
images. In this paper, we propose a Disease Knowledge Driven Transformer network (DKDT) for
medical image report generation. Specifically, a graph embedding module is first utilized to extract
the graph-enriched features from the input image with the guidance of a disease knowledge graph.
Furthermore, DKDT adopts a Transformer-based text decoder to compile the graph-enriched fea-
tures into the medical reports. The experimental results demonstrate that DKDT can effectively
generate reports for medical images, which can help improve the automation and homogenization

of medical reports.
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I. Introduction

The development in deep learning has significantly impacted the medical image analysis by sup-
porting the feature extraction from medical images to assist doctors in diagnosis. Medical reports
are typically utilized in clinical as a crucial basis for developing the diagnosis. Doctors usually
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describe the medical observations reflected on images by a handwritten report. However, manu-
ally writing reports for massive medical images tremendously increases the workload of doctors.
In addition, the inconsistent levels of doctors and radiologists in different levels of medical in-
stitutions result in uneven quality of medical reports. Therefore, automatic generation of corre-
sponding reports for medical images can help alleviate these problems. The existing works usually
use retrieval-based methods [7] and generation-based methods [4] for automatic report generation.

Some works equip pre-defined knowledge graphs [5, 15] to guide the report generation.

In this paper, we propose a Disease Knowledge Driven Transformer network (DKDT) to gen-
erate textual reports. Specifically, a CNN module is employed to extract the visual feature from
input images. DKDT utilizes the graph embedding module to propagate visual features in the
pre-constructed disease knowledge graph to obtain the graph-enriched features. In the disease
knowledge graph, a node represents a specific disease, and related diseases are interconnected.
Furthermore, the Transformer-based text decoder receives graph-enriched features and generate a
coherent medical report. We experimentally evaluate DKDT with report generation methods on a

real world dataset. The results show that our DKDT can generate accurate medical reports.

II. Related Work

The existing works [12, 11] usually follow the Encoder-Decoder architecture to generate reports
for images. Typically, the Convolutional Neural Networks (CNN) are used as the decoder, and
Recurrent Neural Networks (RNN) and self-attention networks are used as decoders. Many mod-
els [14, 10] are also furnished with attention mechanisms for the Encoder-Decoder architecture to
to enhance the interpretability. Furthermore, some methods [4, 6] learn the latent representations,
e.g., context vector and topic vector from the additional information by the generative models and

2



International Journal of Information Technology Vol. 28 No. 2 2022

reinforcement learning models. Many graph-based works [13, 7, 9] organized the predefined medi-
cal knowledge into the graph form and updated the graph architectures by the graph neural network
algorithms. In addition, the Transformer-based approaches [2, 8, 1] are proposed to improve the

accuracy of report generation.

III. Models

The disease knowledge driven transformer network is proposed to generate consistent reports for
medical images. The CNN module and graph embedding module are devised to extract the graph-
enriched features from the input image. Furthermore, DKDT adopts a Transformer-based text
decoder to propagate graph-enriched features in the disease knowledge graph and generate the
corresponding medical image reports for the image. The overview of our proposed DKDT is
displayed in Fig. 1.
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Fig 1 Overview of DKDT. The CNN module in DKDT extracts the visual features from the input image. Next, the
graph embedding module is employed to obtain the graph-enriched features using the graph convolution module on
the disease knowledge graph. Furthermore, the text decoder compile the graph-enriched features into textual reports.
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A. CNN Module

DKDT adopts a CNN module to extract the visual features from the input image. A CNN model is
first pre-trained on the datasets for the disease classification task, and then extracts features from
the last convolutional layer. Subsequently, an attention mechanism is employed to feed the visual

features for the next module.

B. Graph Embedding Module

The graph embedding module is used to transform visual features into graph-enriched disease fea-
tures. Inspired by the work [1], we used the same disease knowledge graph to guide the transfor-
mation. Subsequently, DKDT uses the graph convolution network to propagate the visual feature
on the disease knowledge graph. The graph-enriched features are output from the graph embedding

module, which is the input of the text decoder.

C. Text Decoder

The Transformer-based text decoder is devised to compile the graph-enriched features into the
linguistic features and generate the final reports. A masked multi-head attention is first applied
to the token embeddings of medical reports. Next, the output of the masked multi-head attention
is transformed into an vector () as an input to the multi-head attention block. The other set of
attention vectors A and V' come from graph-enriched features f9. Through the feed-forward layer,
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the text decoder generates the distribution D of textual output, which can be formalized as:

h’ = X, W, + X, W,
h'"! = block(h', f7) (1)

D = Softmax(h"W,")

where X, and X, are the index of input sentences’ tokens and position, W, and W,, denote the

word and position embedding matrix, block is the Transformer architecture.

IV. Experiment

We conducted experiments on Gastrointestinal Endoscope image dataset (GE) [1], which con-
tains 15345 images and 3069 Chinese reports from the Department of Gastroenterology. We split

the dataset into 7:1:2 training:validation:testing data to train and evaluate our approach.

The CNN model in the CNN module is a pre-trained DenseNet-121. The size of the input
images is 512 x 512. the Chinese word segmentation module of Jieba [3] is used to pre-process the
reports. The text decoder consists of 3 blocks with 8 attention heads. We set 512 as the dimension

of all hidden states.

A. Qualitative Analysis

Fig. 2 shows visualization results of DKDT on GE. DKDT correctly predicted the rectal polyp, and
the attention map also marked the position of polyps. In addition, the reports generated by DKDT
is generally consistent with the reports written by doctors. For example, the report generated
by DKDT covers the description for the symptoms of rectal polyps. Moreover, for the normal
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Fig 2 Sample cases of DKDT on GE. Bold text indicates consistency between the generated reports and ground truth.
Underlined text indicates the correspondence between the generated reports and the attention maps.

findings, DKDT also give the relevant descriptions with the ground-truth normal descriptions. The

visulization results demonstrate that DKDT is capable of generating reports for medical images.

V. Conclusion

In this paper, we propose a disease knowledge driven Transformer network to generate medical
reports. We design a graph embedding module to extract graph-enriched features. The text decoder
is adopted to generate textual reports. Experiments on a real dataset show the effectiveness of our
DKDT. For future work, it is more challenging to combine knowledge and hierarchy structures to

interpret the generated reports.
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